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Abstract

This thesis gives an analysis of modeling and numerical issues in the Landau-de Gennes (LdG) model of nematic liquid crystals (LCs) with cholesteric effects. We derive various time-step restrictions for a (weighted) $L^2$ gradient flow scheme to be energy decreasing. Furthermore, we prove a mesh size restriction, for finite element discretizations, that is critical to avoid spurious numerical artifacts in discrete minimizers that is not well-known in the LC literature, particularly when simulating cholesteric LCs that exhibit “twist”.

Furthermore, we perform a computational exploration of the model and present several numerical simulations in 3-D, on both slab geometries and spherical shells, using a fully-implicit gradient flow scheme applied to a finite element discretization of the model. The simulations are consistent with experiments, illustrate the richness of the cholesteric model, and demonstrate the importance of the mesh size restriction.
Chapter 1. Introduction

New types of materials are a necessary component in many new technologies [49, 75]. Liquid crystals (LCs), in particular, are finding innovative uses in many material design problems. Originally, nematic LCs were developed and commercialized for their optical properties [31, 17, 47, 86, 53, 29], which is what enables LC displays. A key component of the functionality of LC displays is the mechanical response of LCs to electric and magnetic actuation [24, 5, 82]. Indeed, LCs’ mechanical actuation enables various applications, such as liquid crystal elastomers [102, 32, 15, 79], dynamic shape control of elastic bodies [25, 95], and self-assembly of colloids [82, 89, 90].

Many nematic LCs are characterized by several material constants [68, 70], which provide useful tuning parameters that can be tailored to specific applications. This thesis is concerned with the modeling and numerical simulation of a particular sub-type of LC which are known as cholesteric nematic LCs where the molecules have a chiral structure that affects their actuation and equilibrium behavior [31, 88, 60]. Cholesteric LCs are present in many biological systems, such as viruses [37], chitin [74], and the structured coloring of the scarab beetle [4]. These materials often exhibit stripe patterns in their optical response, which can be exploited for engineering materials for the built environment [59, 81]. This thesis presents a numerical method and analysis for simulating cholesteric LCs in order to predict their structural features. Numerical modeling can yield greater insight into the functional effects of cholesteric LCs in biological systems and enable the design of programmable materials [66, 44, 58].

Numerical analysis and simulation of LCs began with an earlier model known as the Oseen-Frank model, which uses a vector field as the order parameter, e.g. see [7, 13,
The multi-constant Oseen-Frank model was the workhorse of the LCD industry. However, non-orientable line fields cannot be modeled with Oseen-Frank [19] and defects (see Remark 1) require regularization. This is why the LdG model is usually preferred because it can model general line fields with defects. Many numerical methods and implementations exist for the standard LdG model, e.g. [42, 8, 30, 14, 18, 61, 100, 101]. These methods have also been extended to tackle cholesteric LCs [78, 89, 88, 60]. However, to the best of our knowledge, a proper numerical analysis of the general LdG model that includes the cholesteric term appears to be lacking.

1.1. Summary

This thesis gives a full numerical analysis of the general Landau-de Gennes model with cholesteric effects. We address both computing $L^2$ gradient flow dynamics, as well as solving the equilibrium equations that characterize a local minimizer. In particular, restrictions on the time-step and mesh-size appear that are not obvious to most liquid crystal scientists. For example, the well-known convex-splitting scheme for handling the bulk potential has a time-step restriction depending on the cholesteric twist. Moreover, if the computational mesh size is not small enough, unphysical solutions may occur (i.e. the computed local minimizer may exhibit numerical artifacts). Furthermore, we investigate two slightly different cholesteric models which can potentially produce very different results. We also demonstrate that the choice of initial condition can significantly affect which local minimizer is found, as well as the speed of convergence to a solution.

Part of the contribution of this thesis is to present these issues, and how to han-
dle them, to a diverse audience of computational scientists. Another contribution is to
explore the cholesteric LdG model and illustrate the rich phenomena that result from it;
see [81, 60, 88] for related work. Our presentation here should enable more robust computa-
tions for exploring the LC physics and device design of systems that are governed by the
cholesteric Landau-de Gennes model.

1.2. Notational Conventions

We focus on three dimensional liquid crystal models, thus 2-tensors are elements
of \( \mathbb{R}^{3 \times 3} \) denoted by standard capital letters, e.g. the \( 3 \times 3 \) identity tensor is written as \( I \).
Moreover, 4-tensors are elements of \( \mathbb{R}^{3^4} \) and denoted by calligraphic capitals. Constants
and scalar-valued functions will be denoted by lowercase letters. Moreover, Greek letters
will typically denote certain important functions and constants. Vectors will be denoted
by boldface lowercase letters.

Let the \( D \) operator denote differentiation of a scalar-valued function with respect
to each argument of a tensor; that is, for any function \( \phi \) mapping to \( \mathbb{R} \), define
\[
D\phi(P) := \left[ \frac{\partial \phi}{\partial P_{ij}} \right]_{i,j=1}^{3}, \tag{1.1}
\]
for all \( P \in \mathbb{R}^{3 \times 3} \). Likewise, let the \( D^2 \) operator denote the Hessian; that is, for all \( \phi \) as
above define
\[
D^2\phi(P) := \left[ \frac{\partial^2 \phi}{\partial P_{ij} \partial P_{kl}} \right]_{i,j,k,l=1}^{3}, \tag{1.2}
\]
for all \( P \in \mathbb{R}^{3 \times 3} \). For derivatives with respect to spatial coordinates, we use \( \partial_i \phi := \partial_{x_i} \phi \),
where \( x = (x_1, x_2, x_3)^\dagger \) is the spatial coordinate, or we use the comma-subscript notation,
e.g. \( \phi_{,i} := \partial_i \phi \) and \( P_{,ij,k} := \partial_k P_{ij} \).
Next, we define the $L^2$ inner products on $\Omega$ and $\Gamma$:

$$(A, B)_\Omega := \int_\Omega A : B \, dx, \quad (A, B)_\Gamma := \int_\Gamma A : B \, dS(x),$$

where $A$, $B$ are tensors and $: \ $ is the Frobenius inner-product (similar relations hold for vectors and scalars). Moreover, $|A| = \sqrt{A : A}$ is the Frobenius norm. The norms for $L^2(\Omega)$ and $H^1(\Omega)$ are then given by

$$\|P\|_{0,\Omega}^2 := (P, P)_\Omega, \quad \|P\|_{0,\Gamma}^2 := (P, P)_\Gamma,$$

$$\|P\|_{1,\Omega}^2 := (P, P)_\Omega + (\nabla P, \nabla P)_\Omega, \quad |P|_{1,\Omega}^2 := (\nabla P, \nabla P)_\Omega,$$

where $\nabla P = [\partial_k P_{ij}]_{i,j,k=1}^3$ is the gradient of $P$ and $|P|_{1,\Omega}$ is the $H^1(\Omega)$ semi-norm. Similarly for the $H^2(\Omega)$ norm and semi-norm we have

$$\|P\|_{2,\Omega}^2 := (P, P)_\Omega + (\nabla P, \nabla P)_\Omega + (\nabla^2 P, \nabla^2 P)_\Omega, \quad |P|_{2,\Omega}^2 := (\nabla^2 P, \nabla^2 P)_\Omega,$$

where $\nabla^2 P = [\partial_l \partial_k P_{ij}]_{i,j,k,l=1}^3$ denotes the Hessian of the tensor $P$. When we need to specify an $L^p(\Omega)$ or $L^p(\Gamma)$ norm for $1 \leq p < \infty$ and $p \neq 2$, we use

$$\|P\|_{0,p,\Omega}^p := (|P|^p, 1)_\Omega, \quad \|P\|_{0,p,\Gamma}^p := (|P|^p, 1)_\Gamma.$$

And finally, for the $L^\infty(\Omega)$ norm we use

$$\|P\|_{0,\infty,\Omega} := \text{ess sup}_\Omega |P|, \quad \|P\|_{0,\infty,\Gamma} := \text{ess sup}_\Gamma |P|. $$
Chapter 2. Liquid Crystal Theory

We briefly review the Landau-de Gennes theory for a nematic LC phase.

2.1. Coarse-grained Molecular Theory

LCs are a *meso-phase* of matter where the ordered macroscopic state is between a spatially disordered liquid and a fully crystalline solid [91]. Nematic LC molecules are rod-like and are free to slide about, meaning no positional order is maintained. The (partial) spatial order that is maintained is *orientational*, i.e. the rod-like molecules prefer to be aligned with their neighbors due to molecular forces. When long ranged orientational order exists, it is known as the *nematic phase*. Since the LC molecules have fore-aft symmetry, their orientational order throughout space is modeled by a line field (as opposed to a vector field). The Landau-de Gennes (LdG) theory [31, 91, 84] introduces a *tensor-valued* function $Q$ to describe the local order (at each point in space) in the LC material. In particular, the eigenframe of $Q$ yields information about the statistics of the distribution of LC molecule orientations (see Section 2.1). Equilibrium configurations of an LC material are modeled by finding a function $Q$ that minimizes an appropriate energy functional that includes a non-convex bulk potential, an “elastic” contribution involving spatial derivatives of $Q$, as well as a “surface anchoring” energy (see Section 2.2).

We derive the $Q$-tensor order parameter of the LdG model following the presentation in [91]. Let $\Omega$ be a domain containing liquid crystals, and consider a small region around a point $x \in \Omega$. It is essentially intractable to model the individual LC molecules at every point in space. Thus, we adopt a coarse-grained approach and introduce a probability distribution $f(\mathbf{r})$ which specifies the probability density of finding an LC molecule
oriented in the direction of \( r \in S^2 \) at \( x \), where \( S^2 \) is the unit sphere. We also give \( f \) the property that \( f(-r) = f(r) \), since LC molecules are practically indistinguishable under a mirror reflection.

The fundamental quantity that captures the basic statistical distribution of the LC molecules is the covariance 2-tensor \( M \) given by

\[
M := \int_{S^2} (\mathbf{r} \otimes \mathbf{r}) f(\mathbf{r}) \, dA. \tag{2.1}
\]

The properties of \( M \) to note are that \( \text{tr} M = 1 \), \( M^\dagger = M \), and \( \mathbf{n}^\dagger M \mathbf{n} = \langle \cos^2 \theta \rangle \) for any fixed \( \mathbf{n} \in S^2 \), where \( \mathbf{n} \cdot \mathbf{r} = \cos \theta \) and \( \langle \cdot \rangle \) indicates the statistical average. A constant \( f \) (representing “isotropic,” i.e. randomly oriented molecules) yields \( M = \frac{1}{3} I \), which we will denote by \( M_0 \). The \( Q \)-tensor is obtained by simply normalizing \( M \) using \( M_0 \): \( Q := M - M_0 \). Thus, in addition to \( Q \) being symmetric, it is also traceless and vanishes when \( f \) is isotropic, i.e. for every point \( x \in \Omega \), \( Q(x) \) belongs to

\[
S_0 := \{ Q \in \mathbb{R}^{3 \times 3} \mid Q^\dagger = Q, \ \text{tr}(Q) = 0 \}. \tag{2.2}
\]

Next, writing \( Q \) in its eigenframe, we have

\[
Q = \lambda_i \mathbf{e}_i \otimes \mathbf{e}_i, \tag{2.3}
\]

where \( \lambda_i \equiv \lambda_i(Q) \) are the eigenvalues of \( Q \), and \( \mathbf{e}_i \) are the normalized eigenvectors. From the probability density and definition of \( Q \), one can show that each \( \lambda_i \) satisfies

\[
-\frac{1}{3} \leq \lambda_i(Q) \leq \frac{2}{3}, \quad \text{for } i = 1, 2, 3. \tag{2.4}
\]

Also, since \( Q \) is traceless, (2.3) implies that \( \lambda_3 = -(\lambda_1 + \lambda_2) \). In the case that all eigenvalues are equal, they are 0 and we simply have \( Q = 0 \), the isotropic state. Likewise, when
all eigenvalues are different from one another, we have what is called the biaxial state. Most commonly, when just two of the eigenvalues are equal, we have the so-called uniaxial state, where \(Q\) may be expressed as

\[
Q = s \left( n \otimes n - \frac{1}{3} I \right),
\]

(2.5)

where \(s\) is called the degree-of-orientation, and is a measure of the orientational order of the LC molecules at each point, and \(n\) is called the director, which has unit length, \(|n| = 1\), and represents the average direction in which the molecules are pointing. If \(\cos \theta = \mathbf{r} \cdot \mathbf{n}\) as above, then

\[
s = \frac{3\langle \cos^2 \theta \rangle - 1}{2},
\]

(2.6)

which implies that \(-\frac{1}{2} \leq s \leq 1\). For many nematic LCs, the default state is usually uniaxial with a particular value of \(s\) that depends on the material. Typically, the optimal \(s\) is in the range \(0.5 \leq s \leq 0.8\) [31].

**Remark 1.** Defects are ubiquitous in liquid crystals. They correspond to sudden spatial changes in \(Q\) with particular characteristics. Specifically, when \(Q\) is uniaxial, the director \(n\) has a discontinuity which is regularized by \(s\) vanishing at the point of discontinuity. The degree of the defect is the “winding number” of the director; see [87, Sec. 7] for a short discussion, as well as [63] for a more extensive introduction to the mathematical aspects of defects in liquid crystals.

### 2.2. Landau-de Gennes Theory

Next, we model the state of an LC system through a tensor-valued function \(Q : \Omega \to S_0\), where \(\Omega\) is the physical domain of interest. We assume throughout that \(\Omega\) has Lipschitz boundary \(\Gamma\) with outward pointing unit normal vector \(\mathbf{v}\) (e.g. box-like domains
and domains with smooth boundary are allowed). The free energy of the LdG model is defined as [68, 70, 78]:

$$
\mathcal{E}[Q] := \int_{\Omega} f(Q, \nabla Q) \, dx + \int_{\Omega} \psi(Q) \, dx
$$

$$
+ \int_{\Gamma} g(Q) \, dS(x) + \int_{\Gamma} \phi(Q) \, dS(x) - \int_{\Omega} \chi(Q) \, dx,
$$

(2.7)

with the elastic energy (with twist component as in [88, 78]) given by

$$
f(Q, \nabla Q) := \frac{1}{2} \left( \ell_1 |\nabla Q|^2 + \ell_2 |\nabla \cdot Q|^2 + \ell_3 (\nabla Q)^\dagger : \nabla Q 
+ 4\ell_1 \tau_0 \nabla Q : (\varepsilon \cdot Q) \right),
$$

(2.8)

where \( \{\ell_i\}_{i=1}^3 \) (units of J \cdot m\(^{-1}\)) and \( \tau_0 \) (units of m\(^{-1}\)) are material dependent elastic constants, and

$$
|\nabla Q|^2 := Q_{ij,k}Q_{ij,k}, \quad |\nabla \cdot Q|^2 := Q_{ij,j}Q_{ik,k},
$$

$$
(\nabla Q)^\dagger : \nabla Q := Q_{ij,k}Q_{ik,j}, \quad \nabla Q : (\varepsilon \cdot Q) := \varepsilon_{jkl}Q_{ik,l}Q_{ij},
$$

(2.9)

where we use the convention of summation over repeated indices and \( \varepsilon_{jkl} \) is the Levi-Civita tensor. The transpose in the third term indicates to swap one of the \( Q \) indices with the derivative index. The elastic constants in the LdG model can be related to the elastic constants in the Oseen-Frank model (see [68, 70]). Note that taking \( \ell_i = 0 \), for \( i = 2, 3 \), and \( \tau_0 = 0 \) gives the often used one constant LdG model. More complicated models can also be considered [70, 31, 84].

Next, the bulk potential \( \psi \) is a double-well type of function that is given by

$$
\psi(Q) = a_0 - \frac{a_2}{2} \text{tr}(Q^2) - \frac{a_3}{3} \text{tr}(Q^3) + \frac{a_4}{4} \left( \text{tr}(Q^2) \right)^2.
$$

(2.10)

Above, \( a_2, a_3, a_4 \) are material parameters (units of J \cdot m\(^{-3}\)) such that \( a_2, a_3, a_4 \) are positive; \( a_0 \) is a convenient constant to ensure \( \psi \geq 0 \). Stationary points of \( \psi \) are either uni-
axial or isotropic $Q$-tensors [65]. Combined with (2.5), the critical values of the scalar order parameter $s$ for $\psi(Q(s))$, where $Q(s)$ is uniaxial, are $s = 0$ (local maximum), $s = \left(a_3 - \sqrt{a_3^2 + 24a_2a_4}\right)/4a_4$ (local minimum) and the global minimum [84]:

$$s_0 = \frac{a_3 + \sqrt{a_3^2 + 24a_2a_4}}{4a_4},$$

and is typically in the range $0.5 \leq s_0 \leq 0.8$ [31] for $a_2$ sufficiently large positive, which we shall always assume. Note that, for thermotropic LCs, $a_2$ is temperature dependent where $a_2$ can become a large negative parameter for high enough temperature [70, 91]. In this case, $\psi$ becomes a convex function with a global minimum at $Q = 0$ (the isotropic state). Though this potential is rather simplistic in that it does not guarantee that the eigenvalues of $Q$ remain in the physical range (2.4), it is effective in most modeling situations (c.f. [65]).

The surface energy, composed of the quadratic $g(Q)$ and higher-order $\phi(Q)$, accounts for weak anchoring of the LC (i.e. penalization of boundary conditions). For example, a Rapini-Papoular type anchoring energy [12] can be considered:

$$g(Q) = \frac{w_0}{2} |Q - Q_{\Gamma}|^2 + \frac{w_1}{2} |\tilde{Q} - \tilde{Q}^\perp|^2, \quad \phi(Q) = \frac{w_2}{4} (|Q|^2 - s_0^2)^2,$$

where $w_0$, $w_1$, and $w_2$ are positive constants (units of J · m$^{-2}$), $Q_{\Gamma}(x) \in S_0$ for all $x \in \Gamma$, and $s_0$ is the scalar order parameter of the uniaxial $Q$ that minimizes the double well. We set $\tilde{Q} := Q + \frac{s_0}{3} I$, and define the standard projection onto the plane orthogonal to $\nu$, that is, $Q^\perp := \Pi Q \Pi$ where $\Pi = I - \nu \otimes \nu$. We define $Q_{\Gamma}$ to be uniaxial of the form

$$Q_{\Gamma} = s_0 \left(\nu \otimes \nu - \frac{1}{3} I\right).$$
The $w_0$ term in (2.12) models homeotropic (normal) anchoring, while $w_1$ and $w_2$ model planar degenerate anchoring. See Figure 2.1 for an illustration.

The function $\chi(\cdot)$ accounts for interactions with external fields. For example, the energy density of a dielectric LC with fixed boundary potential is given by $-1/2 \mathbf{D} \cdot \mathbf{E}$ [92], where the electric displacement $\mathbf{D}$ is related to the electric field $\mathbf{E}$ by the linear constitutive law [40, 31, 16]:

$$\mathbf{D} = \varepsilon \mathbf{E} = \varepsilon \mathbf{E} + \varepsilon_a Q \mathbf{E}, \quad \varepsilon(Q) = \varepsilon I + \varepsilon_a Q, \quad (2.14)$$

where $\varepsilon$ is the LC material’s dielectric tensor and $\varepsilon$, $\varepsilon_a$ are constitutive dielectric permitivities. Thus, we may rewrite the dielectric energy density as

$$-\frac{1}{2} \mathbf{D} \cdot \mathbf{E} = -\frac{1}{2} \varepsilon |\mathbf{E}|^2 + \chi(Q), \quad \chi(Q) = -\frac{1}{2} \varepsilon_a \mathbf{E} \cdot Q \mathbf{E} \equiv -\frac{1}{2} \varepsilon_a \mathbf{E} \otimes \mathbf{E} : Q, \quad (2.15)$$

where $\chi(Q)$ has units of $\text{J/m}^3$. Note that we do not include the term $(\varepsilon/2)|\mathbf{E}|^2$ in (2.7) because it is independent of $Q$.

2.3. Non-dimensionalization

We start by noting that $Q$ and $s$ are already non-dimensional. Lengths and coordinates are non-dimensionalized by introducing a characteristic length $\xi$, e.g. $\mathbf{x} = \mathbf{x}/\xi$, where $\mathbf{x}$ is non-dimensional. Then, set $\ell_m$ to be the maximum or average of $\{||\ell_i||\}_{i=1}^3$ and simply divide (2.7) by $\ell_m \cdot \xi$ to obtain a dimensionless energy. This effectively rescales
all spatial derivatives, integral measures, and the various constants in the problem. Other non-dimensionalizations are possible (c.f. [39, Sec. 2.]).

However, $\psi(Q)$ and $\phi(Q)$ are non-convex functions, which significantly affect the numerical analysis of the model. Thus, we describe their non-dimensionalization in more detail. Set $c_0 := \psi(0) - \psi(Q(s_0))$ and define the non-dimensional bulk potential by $b_\psi(Q) := \psi(Q)/c_0$; thus, $\psi(0) - \psi(Q(s_0)) = 1$. This immediately implies that $|D\psi(Q)| = O(1)$ as $Q$ varies between the isotropic state and the global minimum of $\psi$. Then, upon introducing the non-dimensional parameter $\eta := \sqrt{\ell_m/(c_0\xi^2)}$, we have

$$
\frac{1}{\ell_m \xi} \int_{\hat{\Omega}} \psi(Q) \, d\hat{x} = \frac{1}{\eta^2} \int_{\hat{\Omega}} \hat{\psi}(Q) \, d\hat{x},
$$

(2.16)

where $\hat{\Omega}$ is the scaled domain. As for $\phi(Q)$, upon setting $\hat{\phi}(Q) = (|\hat{Q}|^2 - s_0^2)^2/4$ and $\omega := \ell_m/(w_2 \xi)$, we have

$$
\frac{1}{\ell_m \xi} \int_{\hat{\Gamma}} \phi(Q) \, dS(\hat{x}) = \frac{1}{\omega} \int_{\hat{\Gamma}} \hat{\phi}(Q) \, d\hat{S}(\hat{x}),
$$

(2.17)

where $\hat{\Gamma}$ is the scaled boundary. Then, the total non-dimensional energy is

$$
\hat{E}[Q] = \int_{\hat{\Omega}} \hat{f}(Q, \hat{\nabla}Q) \, d\hat{x} + \frac{1}{\eta^2} \int_{\hat{\Omega}} \hat{\psi}(Q) \, d\hat{x}
+ \int_{\hat{\Gamma}} \hat{g}(Q) \, d\hat{S}(\hat{x}) + \frac{1}{\omega} \int_{\hat{\Gamma}} \hat{\phi}(Q) \, d\hat{S}(\hat{x}) - \int_{\hat{\Gamma}} \hat{\chi}(Q) \, d\hat{x}.
$$

(2.18)

For simplicity, we drop the “hat” notation for the remainder of the thesis.

**Remark 2.** The LdG model will not create sharp point (line) discontinuities in two (three) dimensions because $Q(t, \cdot) \in H^1(\Omega; S_0)$ (see Section 3.1). For example, $n = x/|x|$ is a unit length director with a point defect at the origin, but $n \notin H^1(\Omega; \mathbb{R}^2)$; thus, the corresponding uniaxial $Q$, via (2.5), is not in $H^1(\Omega; S_0)$. 11
Therefore, any potential discontinuities get smoothed out causing $Q$ to vanish there. A physical interpretation of this is that the liquid crystal “melts” in a small region around the defect, i.e. the LC material loses all orientational order. The size of the melt region is controlled by the bulk potential parameter $\eta$. Thus, in the LdG model, the location of defects are usually identified with regions where $|Q| = 0$. For more information on defects, see [23, 22, 80, 91, 48, 63, 71, 56, 19].

2.4. The Cholesteric LdG Model

Cholesteric LCs are created by adding a chiral dopant (i.e. molecules with a chiral structure) to nematic LCs. This induces a helical superstructure on the nematic phase, which means the local behavior of the LC is nematic (i.e. line segments are aligned with their immediate neighbors) but the larger, super-molecular arrangement of the line segments follows a helical structure with a certain periodicity (or pitch), $p$. By varying the amount of dopant, one can tune the periodicity from infinity to about 100 nm [81, Sec. 2.2]. The physical manifestation of the cholesteric phase is that the helix modulates the optical properties in a periodic fashion.

The cholesteric, LdG model in (2.7) can be obtained through a mapping procedure from the cholesteric, Oseen-Frank (director) model (see [68]). But we also consider a slightly different cholesteric model given in [88]. In the following sections, we relate this model (which we refer to as the cholesteric model) to the LdG model we have defined in Section 2.2. The elastic energy in [88] is, mainly, a rewriting of the terms in (2.8). However, there is an implicit interference of the elastic energy in [88] with the bulk potential that brings up a modeling issue we highlight in Section 2.4.2.
2.4.1. Elastic energy

The cholesteric model in [88] gives the elastic energy as

\[
\begin{align*}
  f_{\text{grad}}(Q) &= \left( \frac{\ell_1}{2} \right) |\nabla \times Q + 2\tau_0 Q|^2 + \left( \frac{\ell_2}{2} \right) |\nabla \cdot Q|^2 + \left( \frac{\ell_{24}}{2} \right) (Q_{ij,k}Q_{ik,j} - Q_{ij,j}Q_{ik,k}),
\end{align*}
\]

(2.19)

where \( \ell_1, \ell_2, \ell_{24} \) are elastic constants, \( \tau_0 = 2\pi/p \) with \( p \) being the pitch, and

\[
\nabla \times Q = \varepsilon_{ikl}Q_{lj,k}e_i \otimes e_j,
\]

(2.20)

where \( e^i \) is the \( i \)th vector in the standard basis of \( \mathbb{R}^3 \). This is referred to as the curl of \( Q \) and is consistent with the definition of curl for vectors, which is defined for a vector \( \mathbf{v} = (v_1, v_2, v_3)^t \) as \( \nabla \times \mathbf{v} = \varepsilon_{ikl}(\partial_k v_l)e^i \). In fact, the columns of \( \nabla \times Q \) are the curls of the corresponding columns of \( Q \). The term \( |\nabla \times Q + 2\tau_0 Q|^2 \) is what frustrates the equilibrium state from having a constant director and models the chiral structure of the molecules. As we will see in the numerical results, choosing \( \tau_0 > 0 \) causes a “twisting” of the director throughout the LC domain.

It is a straightforward exercise in index notation to prove the identity \( |\nabla \times Q|^2 = Q_{ij,k}Q_{ij,k} - Q_{ij,j}Q_{ik,k} \). Moreover, from the definition of \( \nabla \times Q \), we have the identity \( (\nabla \times Q) : Q = \varepsilon_{ikl}Q_{lj,k}Q_{ij} \). With this, we can rewrite (2.19) in the form of (2.8) by first noting that

\[
\begin{align*}
  \left( \frac{\ell_1}{2} \right) |\nabla \times Q + 2\tau_0 Q|^2 &= \left( \frac{\ell_1}{2} \right) Q_{ij,k}Q_{ij,k} - \left( \frac{\ell_1}{2} \right) Q_{ij,j}Q_{ik,k} \\
  &\quad + \left( \frac{4\ell_1}{2} \right) \tau_0 \varepsilon_{ikl}Q_{lj,k}Q_{ij} + 2\ell_1\tau_0^2 |Q|^2.
\end{align*}
\]

From here, we note that \( \text{tr}(Q^2) \equiv |Q|^2 \), rearrange the terms and group them as:

\[
\begin{align*}
  f_{\text{grad}}(Q) &= \left( \frac{\ell_1}{2} \right) Q_{ij,k}Q_{ij,k} + \left( \frac{\ell_2 - \ell_{24}}{2} \right) Q_{ij,j}Q_{ik,k} \\
  &\quad + \left( \frac{\ell_{24} - \ell_1}{2} \right) Q_{ij,k}Q_{ik,j} + \left( \frac{4\ell_1}{2} \right) \tau_0 \varepsilon_{ikl}Q_{lj,k}Q_{ij} + 2\ell_1\tau_0^2 \text{tr}(Q^2).
\end{align*}
\]

(2.21)
We then use the frame-indifferent invariants in (2.9) to map these constants to the LdG elastic and twist energy densities as given in (2.8), i.e.

\[ \ell_1 = \tilde{\ell}_1, \quad \ell_2 = \tilde{\ell}_2 - \tilde{\ell}_{24}, \quad \ell_3 = \tilde{\ell}_{24} - \tilde{\ell}_1, \]  

(2.22)

where the twist constant \( \tau_0 \) is the same in both models. Note that there is an extra term of \( |Q|^2 \equiv \text{tr}(Q^2) \) in (2.21) that is not found in (2.8) but does appear in (2.10). We discuss the implications of this in Section 2.4.2.

2.4.2. Alternative Cholesteric Model

In [78], they consider the (cholesteric) elastic energy as not containing a \( \text{tr}(Q^2) \) term like [88] does. Indeed, keeping this term can have a significant effect on the behavior of energy minimizers.

For simplicity of exposition, we assume all energies have been non-dimensionalized, take \( \ell_1 = 1, \tau_0 > 0 \), and set the other elastic constants to zero. If we keep the \( \text{tr}(Q^2) \) term in (2.21), it will combine with the \( a_2 \) coefficient in (2.10) to produce a new effective (non-dimensional) bulk potential in (2.18), namely

\[ \tilde{\psi}(Q) = a_0 - \frac{a_2 - 4\ell_1\eta^2\tau_0^2}{2} \text{tr}(Q^2) - \frac{a_3}{3} \text{tr}(Q^3) + \frac{a_4}{4} (\text{tr}(Q^2))^2, \]

(2.23)

where \( \tilde{a}_2 = a_2 - 4\eta^2\tau_0^2 \) is the coefficient in front of \( \text{tr}(Q^2) \). If \( \tau_0 = 15 \) and \( a_2 = 1 \), for instance, then choosing \( \eta = 0.0408 \) yields \( \tilde{a}_2 \approx 0.5 \), which is a significant change in the global minimum. One would have to choose \( \eta = 0.01 \) to have \( \tilde{a}_2 > 0.9 \). Moreover, if \( \eta \) is not small enough to compensate for \( \tau_0 \), then \( \tilde{a}_2 \) will be negative, which makes the \( \text{tr}(Q^2) \) term positive. If \( \tilde{a}_2 \) is sufficiently large and negative, then \( \tilde{\psi}(Q) \) will be a convex function, with a single minimum at \( Q = 0 \), implying that the isotropic phase is preferred. Furthermore, in the case of thermotropic LCs, the \( \text{tr}(Q^2) \) coefficient depends on temperature.
Figure 2.2. The two double wells from the two models. This compares the double well $\psi$ in (2.10) to the effective double well $\tilde{\psi}$ in (2.23), which arises when the alternate cholesteric model is used. Notice that the global minima, $s_0$ for $\psi$ and $\tilde{s}_0$ for $\tilde{\psi}$, of the two bulk potentials differ greatly.

Thus, using (2.19) for the elastic energy leads to the effect that increasing the twist parameter is akin to increasing the temperature, which is not consistent with experiments. Figure 2.2 shows a comparison between the original double well and the modified one; clearly, the location of the global minima are different.

Hence, a moderate twist will change the effective double well (bulk) potential, which directly controls the nematic phase diagram of the LC; the severity of the change increases with the twist. To the best of our knowledge, the material doping discussed at the beginning of Section 2.4, which is needed to create a cholesteric LC, should not change the nematic phase diagram, which is directly connected to the double well potential.

Moreover, choosing $\eta$ sufficiently small to reduce the interference with the bulk potential is computationally inconvenient because it makes the problem more stiff; smaller time-steps
will be needed to ensure energy decrease in a gradient descent scheme. Therefore, we mainly adopt the approach in [78], which is justified in [68], and simply drop the $\text{tr}(Q^2)$ term in (2.21). But we do provide a comparison with the model in [88] in Section 5.6.

**Remark 3.** The surface anchoring energy proposed in [88] is the same as that given in (2.12), (2.13) but with a trivial change in the constants.
Chapter 3. Minimizing the Landau-de Gennes Energy

Existence of a minimizer of (2.18) can be established through the direct method of the calculus of variations; for instance, see [30]. Computing a minimizer can, in principle, be done by solving the Euler-Lagrange equations associated with (2.18) (i.e. the first order condition). However, these equations are non-linear and the energy is non-convex, so simply applying Newton’s method will not necessarily converge nor produce a minimizer.

We begin by developing a weak formulation of the first order condition. Then, we describe multiple gradient flow schemes for finding (local) minimizers. The main purpose is to explain how different choices of the scheme (i.e. different implicit-explicit splittings) require different time step restrictions that are affected by the bulk and boundary parameters $\eta$ and $\omega$, and the twist parameter $\tau_0$.

3.1. Existence of a Minimizer

The minimization problem for the LdG energy functional (2.18), and associated first order condition, is

$$Q = \arg \min_{Q \in V} \mathcal{E}[Q], \quad \delta Q \mathcal{E}[Q; P] = 0, \quad \forall P \in V,$$

(3.1)

where $V := H^1(\Omega; S_0)$ is the admissible space and $\delta Q \mathcal{E}[\cdot; \cdot]$ is the variational derivative of $\mathcal{E}[\cdot]$. Note that $S_0$ can be uniquely identified with a five dimensional vector space [42], i.e. there exists $3 \times 3$, symmetric traceless basis matrices $\{E_i\}_{i=1}^5$ such that any $Q \in S_0$ can be uniquely expressed as $Q = q_i E_i$, for some coefficients $q_1, \ldots, q_5$. Therefore, $V$ is isomorphic to $H^1(\Omega; \mathbb{R}^5)$.

Existence of a minimizer requires the energy to be bounded from below. To show this, we introduce various bilinear forms that will be convenient in our analysis. The fol-
lowing theorem [30, Lem. 4.1] establishes this result for the $\ell_1, \ell_2, \ell_3$ terms in the elastic energy.

**Theorem 4.** Let $a_e(\cdot, \cdot) : V \times V \to \mathbb{R}$ be the symmetric bilinear form defined by

$$a_e(Q, P) := \ell_1 (Q_{ij,k}, P_{ij,k})_\Omega + \ell_2 (Q_{ij,i}, P_{ik,k})_\Omega + \ell_3 (Q_{ij,k}, P_{ik,j})_\Omega. \quad (3.2)$$

Then $a_e(\cdot, \cdot)$ is bounded. If $\ell_1, \ell_2, \ell_3$ satisfy

$$0 < \ell_1, \quad -\ell_1 < \ell_3 < 2\ell_1, \quad -\frac{3}{5}\ell_1 - \frac{1}{10}\ell_3 < \ell_2, \quad (3.3)$$

then there is a constant $c > 0$ such that $a_e(P, P) \geq c\|\nabla P\|_{0,\Omega}^2$ for all $P \in V$.

**Proposition 5** (Coercivity). Let $a_s(\cdot, \cdot) : V \times V \to \mathbb{R}$ be the symmetric bilinear form defined by

$$a_s(Q, P) = w_0 (Q, P)_\Gamma + w_1 (Q - Q^\perp, P)_\Gamma. \quad (3.4)$$

There exists a constant $\alpha_1 > 0$ such that

$$a_e(P, P) + a_s(P, P) \geq \alpha_1\|P\|_{1,\Omega}^2, \quad \forall P \in V. \quad (3.5)$$

**Proof.** We start by noting that it is clear from (3.4) that

$$a_s(P, P) \geq w_0\|P\|_{0,\Gamma}^2.$$

Now, we compute the following inequality. Let $r(x) := x - x_0$, where $x_0$ is the central point in $\Omega$, i.e. the point such that

$$\max_{x \in \Omega} |r(x)| = (1/2) \text{diam } \Omega =: r^*.$$

Now, for each $i \in \{1, 2, 3\}$ the spatial derivative with respect to $i$ of the $i$th component of
\( \mathbf{r} \) is 1, so \(|\nabla \cdot \mathbf{r}| = 3\). And so, for any symmetric traceless tensor \( P \) we have

\[
\|P\|_{0, \Omega}^2 = \frac{1}{3} (|\nabla \cdot \mathbf{r}| |P|^2, 1)_{\Omega}
\]

\[
= -\frac{1}{3} (\mathbf{r} \cdot \nabla (|P|^2), 1)_{\Omega} + \frac{1}{3} (\mathbf{\nu} \cdot \mathbf{r}) |P|^2, 1)_{\Gamma}
\]

\[
= -\frac{2}{3} (P_{ij} P_{ij, k} r_k, 1)_{\Omega} + \frac{1}{3} (\mathbf{\nu} \cdot \mathbf{r}) P_{ij}, 1)_{\Gamma}
\]

\[
\leq \frac{2}{3} (|\mathbf{r}| |P| \nabla P, 1)_{\Omega} + \frac{1}{3} (|\mathbf{r}| |P|^2, 1)_{\Gamma}
\]

\[
\leq \frac{2r^*}{3} (|P| \nabla P, 1)_{\Omega} + \frac{r^*}{3} (|P|^2, 1)_{\Gamma}
\]

\[
\leq \frac{r^* \delta}{3} \|P\|_{0, \Omega}^2 + \frac{r^* \delta^{-1}}{3} \|
abla P\|_{0, \Omega}^2 + \frac{r^*}{3} \|P\|_{0, \Gamma}^2
\]

\[
= (1/2) \|P\|_{0, \Omega}^2 + (2/9)(r^*)^2 \|
abla P\|_{0, \Omega}^2 + (1/3)r^* \|P\|_{0, \Gamma}^2,
\]

where we have chosen \( \delta = 3/2r^* \). This establishes that

\[
\|P\|_{0, \Omega}^2 \leq (4/9)(r^*)^2 \|
abla P\|_{0, \Omega}^2 + (2/3)r^* \|P\|_{0, \Gamma}^2 \leq (4/9)r^* \max\{r^*, 3/2\} \left[ \|\nabla P\|_{0, \Omega}^2 + \|P\|_{0, \Gamma}^2 \right].
\]

Therefore,

\[
\alpha_e (P, P) + \alpha_s (P, P) \geq \alpha_0 \|\nabla P\|_{0, \Omega}^2 + w_0 \|P\|_{0, \Gamma}^2
\]

\[
\geq \frac{\alpha_0}{2} \|\nabla P\|_{0, \Omega}^2 + \min \{\alpha_0, 2, w_0\} \left[ \|\nabla P\|_{0, \Omega}^2 + \|P\|_{0, \Gamma}^2 \right]
\]

\[
\geq \frac{\alpha_0}{2} \|\nabla P\|_{0, \Omega}^2 + \frac{\min \{\alpha_0, 2, w_0\}}{(4/9)r^* \max\{r^*, 3/2\}} \|P\|_{0, \Omega}^2
\]

\[
\geq \min \left\{ \frac{\alpha_0}{2}, \frac{9}{4r^* \max\{r^*, 3/2\}} \right\} \|P\|_{1, \Omega}^2
\]

\[
=: \alpha_1 \|P\|_{1, \Omega}^2.
\]

We also have the bilinear form \( a_t (\cdot, \cdot) : V \times V \rightarrow \mathbb{R} \), which is not coercive, accounting for the twist term:

\[
a_t (Q, P) := 2\ell_1 \tau_0 \left[ \varepsilon_{ikl} (Q_{jk, l}, P_{ij})_{\Omega} + \varepsilon_{ikl} (P_{jk, l}, Q_{ij})_{\Omega} \right],
\]

(3.6)
and can be bounded by first noting:

\[
|e_{ikl}(Q_{jk,l}, P_{ij})_\Omega| \leq \sum_{ijkl} (|e_{ikl}| |Q_{jk,l}|, |P_{ij}|)_\Omega
\]

\[
\leq \sum_{ijkl} (|Q_{jk,l}|, |P_{ij}|)_\Omega \leq \sum_{ijkl} \|Q_{jk,l}\|_0,0\|P_{ij}\|_0,0
\]

\[
\leq \sum_{ijkl} \left( \sum_m \|Q_{mk,l}\|_{0,0,\Omega}^2 \right)^{1/2} \left( \sum_n \|P_{in}\|_{0,0,\Omega}^2 \right)^{1/2}
\]

\[
\leq (3^3)^{1/2} \left( \sum_{mkl} \|Q_{mk,l}\|_{0,0,\Omega}^2 \right)^{1/2} \left( \sum_{in} \|P_{in}\|_{0,0,\Omega}^2 \right)^{1/2}
\]

\[
= \sqrt{27} \cdot |Q|_{1,\Omega}\|P\|_{0,\Omega},
\]

which implies that

\[
a_t(Q, P) = 2\ell_1 \tau_0 |e_{ikl}(Q_{jk,l}, P_{ij})_\Omega + (P_{jk,l}, Q_{ij})_\Omega|
\]

\[
\leq 2\ell_1 \tau_0 \sqrt{27} \left( |Q|_{1,\Omega}\|P\|_{0,\Omega} + |P|_{1,\Omega}\|Q\|_{0,\Omega} \right).
\]

For later use, we define one bilinear form to contain (3.2), (3.4), and (3.6):

\[
a(Q, P) = a_e(Q, P) + a_t(Q, P) + a_s(Q, P),
\]

which satisfies the following continuity result.

**Proposition 6 (Continuity).** There holds

\[
a_e(Q, P) \leq c_e|Q|_{1,\Omega}\|P\|_{1,\Omega}, \quad a_t(Q, P) \leq c_t\|Q\|_{1,\Omega}\|P\|_{1,\Omega},
\]

\[
a_s(Q, P) \leq c_s\|Q\|_{0,\Gamma}\|P\|_{0,\Gamma}, \quad a(Q, P) \leq c_0\|Q\|_{1,\Omega}\|P\|_{1,\Omega},
\]

for all \(Q, P \in V\), where

\[
c_e = \ell_1 + 3\ell_2 + \ell_3, \quad c_t = 2\sqrt{27}\ell_1 \tau_0, \quad c_s = w_0 + 3w_1, \quad c_0 = c_e + c_t + \beta_3 c_s,
\]

where \(\beta_3 > 0\) is a trace embedding constant depending on \(\Omega\).
**Proof.** Let $Q, P$ be arbitrary in $\mathbf{V}$. By the Cauchy-Schwarz inequality, we have

$$a_e (Q, P) = \ell_1 (Q_{ij,k}, P_{ij,k})_\Omega + \ell_2 (Q_{ij,j}, P_{ik,k})_\Omega + \ell_3 (Q_{ij,k}, P_{ik,j})_\Omega \leq \ell_1 |Q|_{1,\Omega} |P|_{1,\Omega} + 3 \ell_2 |Q|_{1,\Omega} |P|_{1,\Omega} + \ell_3 |Q|_{1,\Omega} |P|_{1,\Omega} \leq (\ell_1 + 3 \ell_2 + \ell_3) |Q|_{1,\Omega} |P|_{1,\Omega}.$$ 

Applying a simple Cauchy-Schwarz estimate to (3.8), we get

$$a_t (Q, P) \leq 2\sqrt{27} \ell_1 \tau_0 \|Q\|_{1,\Omega} \|P\|_{1,\Omega}.$$ 

The surface anchoring term satisfies

$$a_s (Q, P) = w_0 (Q, P)_\Gamma + w_1 (Q - Q^\perp, P)_\Gamma \leq (w_0 + 3 w_1) \|Q\|_{0,\Gamma} \|P\|_{0,\Gamma},$$

which can be shown by keeping in mind that

$$|Q^\perp : P| \leq |Q^\perp| |P| \leq |\Pi|^2 |Q| |P| = 2 |Q| |P|,$$

where $\Pi := \nu \otimes \nu - I$ is the projection tensor. Combining these inequalities, and using a trace theorem, the proof is complete. 

Next, consider the following sub-part of the energy (2.18):

$$\mathcal{E}[Q] := \int_\Omega f(Q, \nabla Q) \, dx + \frac{1}{\eta^2} \int_\Omega \psi(Q) \, dx,$$

$$\equiv \frac{1}{2} a_e (Q, Q) + \frac{1}{2} a_t (Q, Q) + \frac{1}{\eta^2} \int_\Omega \psi(Q) \, dx. \quad (3.12)$$

Combining Theorem 4 with the form of the energy in (2.18) and other basic results (see [30, Lem. 4.2, Thm. 4.3] for instance) we arrive at the following result.
Theorem 7 (existence of a minimizer). Let \( \mathcal{E} \) be given by (3.12), where \( \psi \) is given by (2.10). Furthermore, let \( \tau_0 \) be bounded and assume that \( \ell_1, \ell_2, \ell_3 \) satisfy (3.3). Then \( \mathcal{E} \) has a minimizer in the space \( V \). Furthermore, \( \mathcal{E} \) in (2.18), with \( g \) and \( \phi \) given by (2.12), and \( \chi \) a bounded linear functional on \( V \), has a minimizer in \( V \).

Proof. When \( \tau_0 = 0 \), the result essentially follows from [30, Lem. 4.2, Thm. 4.3]. Otherwise, consider the case where \( \tau_0 \neq 0 \). Using Theorem 4, we have that \( \mathcal{E} \) satisfies the bound

\[
\mathcal{E}[Q] = \frac{1}{2} \int_{\Omega} \ell_1 |\nabla Q|^2 + \ell_2 (\nabla \cdot Q)^2 + \ell_3 (\nabla Q)^\dagger : \nabla Q \, dx \\
+ 2\tau_0 \int_{\Omega} \nabla Q : (\varepsilon \cdot Q) \, dx + \frac{1}{\eta^2} \int_{\Omega} \psi(Q) \, dx
\]

for all \( Q \in V \), for some constant \( c > 0 \). Furthermore, one can show

\[
\mathcal{E}[Q] \geq \frac{1}{2} \left( c - \zeta_0 \right) \int_{\Omega} |\nabla Q|^2 \, dx - \frac{c'}{\zeta_0} \int_{\Omega} |Q|^2 \, dx + \frac{1}{\eta^2} \int_{\Omega} \psi(Q) \, dx,
\]

for any \( \zeta_0 > 0 \) where \( c' > 0 \) is some bounded constant. Choosing \( \zeta_0 = c/2 \), we get

\[
\mathcal{E}[Q] \geq \frac{c}{4} \int_{\Omega} |\nabla Q|^2 \, dx + \frac{1}{\eta^2} \int_{\Omega} \hat{\psi}(Q) \, dx,
\]

where \( \hat{\psi}(Q) := \psi(Q) - 2\eta^2 (c'/c)|Q|^2 \). Thus, \( \mathcal{E}[Q] \) is clearly bounded below by a coercive energy on \( V \). By standard calculus of variations [20, 55], there exists a minimizer, \( \hat{Q} \), of \( \mathcal{E}[] \) in \( V \). The same holds true for \( \mathcal{E}[] \). \( \Box \)

For convenience, we collect all linear terms in \( \delta_Q \mathcal{E}[Q; P] \) into a single linear form, denoted \( l_{\text{rhs}} \):

\[
l_{\text{rhs}}(P) = (\chi(P), 1)_\Omega + w_0 (Q_F, P)_\Gamma + w_1 \left( -\frac{s_0}{3} \nu \otimes \nu, P \right)_\Gamma.
\]
Using (3.9) and (3.16), we can now write $\mathcal{E}[Q]$ in the form

$$
\mathcal{E}[Q] = \frac{1}{2}a(Q, Q) + \frac{1}{\eta^2} (\psi(Q), 1)_\Omega + \frac{1}{\omega} (\phi(Q), 1)_\Gamma - l_{\text{rhs}}(Q),
$$

(3.17)

which yields the following expression for the first variation of $\mathcal{E}$:

$$
\delta_Q \mathcal{E}[Q; P] = a(Q, P) + \frac{1}{\eta^2} (D\psi(Q), P)_\Omega + \frac{1}{\omega} (D\phi(Q), P)_\Gamma - l_{\text{rhs}}(P).
$$

(3.18)

The full strong form for the non-dimensional LdG model consists of a tensor-valued, elliptic partial differential equation (PDE) defined over $\Omega$ with a tensor-valued Robin boundary condition. In terms of indices, $1 \leq i, j \leq 3$, the bulk PDE is (with $\chi$ taken as in (2.15), e.g.)

$$
- \ell_1 Q_{ij,kk} - \ell_2 Q_{ik,jk} - \ell_3 Q_{ik,jk} - 4\ell_1 \tau_0 \varepsilon_{ijk} Q_{ij,k} + \frac{1}{\eta^2} \left( -a_2 Q_{ij} - a_3 (Q^2)_{ij} + a_4 |Q|^2 Q_{ij} \right) = \frac{1}{2} \varepsilon_a (E \otimes E)_{ij}, \quad \text{in } \Omega,
$$

(3.19)

where only the traceless part of the tensor equation is considered. The boundary condition is given by

$$
\ell_1 \nu_k Q_{ij,k} + \ell_2 \nu_j Q_{ik,k} + \ell_3 \nu_k Q_{ik,j} + 2\ell_1 \tau_0 \nu_k \varepsilon_{ijk} Q_{ij} + w_0 Q_{ij} + w_1 (Q_{ij} - Q^\perp_{ij}) + \frac{1}{\omega} \left( |Q|^2 - \frac{2(s_0)^2}{3} \right) Q_{ij} = w_0 (Q_{ij})_\nu + \frac{w_1 s_0}{3} \nu_i \nu_j, \quad \text{on } \Gamma,
$$

(3.20)

where, again, only the traceless part is considered. In (3.19), note that the term $4\ell_1 \tau_0 \varepsilon_{ijk} Q_{ij,k}$ is analogous to a convective term, e.g. $(V \cdot \nabla)Q$, where $V_{ijk} = 4\ell_1 \tau_0 \varepsilon_{ijk}$ is like a “velocity”. It is well known [85] that convection-diffusion problems present some difficulties in their numerical approximation, especially when the velocity is large. This is the case here when $\tau_0$ is large, which manifests as a mesh-size restriction in Thm. 13, as well as restricting the time-step when a popular convex-splitting scheme is used for finding an energy minimum (see Thm. 11).
3.2. Continuous Gradient Flow

We look for an energy minimizer using a gradient flow strategy [61, 78, 100, 8, 19] applied to the energy (2.18). Let \( t \) represent “time” and suppose that \( Q \equiv Q(x, t) \) evolves by an \( L^2(\Omega) \) gradient flow:

\[
(\partial_t Q(\cdot, t), P)_\Omega = -\delta Q \mathcal{E}[Q; P], \quad \forall P \in \mathbf{V},
\]

where \( Q(x, 0) = Q_0 \in \mathbf{V} \) is the initial guess for the flow. Formally, the solution of (3.21) will converge to \( Q_* := \lim_{t \to \infty} Q(\cdot, t) \), which is a local minimizer of \( \mathcal{E} \). In this case, \( Q(x, t) \) satisfies a parabolic PDE (in strong form), and by the standard theory of parabolic PDEs [41, 57], it has a unique solution. Gradient flows are related to the natural relaxation that many physical systems undergo, including LCs, which is why we use it in our simulations. Directly minimizing \( \mathcal{E} \) by some other optimization technique is also possible and may yield other minimizers that are not commonly observed in experiment.

If \( \psi \) is the Landau-de Gennes bulk potential in (2.10), and we use the one-constant elastic energy, then (3.21) is essentially a tensor-valued Allen-Cahn type of equation, i.e.

\[
(\partial_t Q(\cdot, t))_{ij} - \Delta Q_{ij} + (D\psi(Q))_{ij} = 0, \quad \text{in} \ \Omega, \quad \text{for} \ t > 0, \quad \forall i, j = 1, 2, 3.
\]

By the standard theory of parabolic PDEs [41, 57], it has a unique solution.

3.3. Discrete Gradient Flow

We discretize (3.21) in time by first letting \( Q_k(x) \approx Q(x, k\delta t) \), where \( \delta t > 0 \) is a finite time-step and \( k \) is the time index. Next, we replace \( \partial_t Q(\cdot, t) \) by a finite difference approximation, so then (3.21) becomes a sequence of elliptic problems. In other words,
given $Q_k$, find $Q_{k+1} \in V$ such that

$$
\delta t^{-1} (Q_{k+1} - Q_k, P)_{\delta t} = -\delta Q \mathcal{E}[Q_{k+1}; P], \quad \forall P \in V,
$$

(3.23)

where we have defined a time-stepping inner product $\langle \cdot, \cdot \rangle_{\delta t}$ by

$$
(P, T)_{\delta t} := \frac{1}{\eta^2} (P, T)_\Omega + \frac{1}{\omega} (P, T)_\Gamma.
$$

(3.24)

We also define a norm by $\|P\|^2_{\delta t} := (P, P)_{\delta t}$. One can show that (3.26) is equivalent to a minimizing movements strategy [67]:

$$
Q_{k+1} = \arg \min_{Q \in V} \mathcal{F}^k(Q), \quad \mathcal{F}^k(Q) := \frac{1}{2 \delta t} \|Q - Q_k\|^2_{\delta t} + \mathcal{E}[Q],
$$

(3.25)

which immediately yields the useful property $\mathcal{F}^k(Q_{k+1}) \leq \mathcal{F}^k(Q_k) \leq \mathcal{F}^{k-1}(Q_k)$ and implies that $\mathcal{E}[Q_{k+1}] \leq \mathcal{E}[Q_k]$ for all $k$. However, (3.23) is a fully implicit equation and requires an iterative solution because of the non-linearities in $\psi(Q)$ and $\phi(Q)$.

3.3.1. Fully implicit gradient descent

The fully implicit gradient descent scheme given by (3.23) may be explicitly written as follows. Given $Q_k \in V$, we seek $Q_{k+1} \in V$ such that

$$
\delta t^{-1} (Q_{k+1} - Q_k, P)_{\delta t} + a (Q_{k+1}, P) + (1/\eta^2) (D^\psi(Q_{k+1}), P)_{\Omega}
$$

$$
+ (1/\omega) (D\phi(Q_{k+1}), P)_{\Gamma} = l_{\text{rhs}}(P), \quad \forall P \in V.
$$

(3.26)

Starting from an initial guess $Q_0$, we iterate (3.26) until we reach a final iteration index or some other stopping criteria (see Section 5.1). Note that Newton’s method is required for solving (3.26) because of $\psi$ and $\phi$. The following theorem gives a time-step restriction to ensure energy decrease.
Theorem 8. The sequence \( \{Q_k\}_{k=0}^{\infty} \) defined by the method in (3.26) is monotonically energy decreasing, i.e.

\[
\mathcal{E}[Q_{k+1}] \leq \mathcal{E}[Q_k],
\]

provided that

\[
\delta t \leq 2/ \max\{a_2 + a_3^2/a_4, 2s_0^2/3\}. \tag{3.27}
\]

Proof. We start with the following inequality for any \( P, T \in \mathbf{V} \) (recall that \( a_2, a_3, a_4 > 0 \)):

\[
\left( T, D^2\psi(P)T \right)_\Omega = -a_2 \|T\|^2_{0,\Omega} - 2a_3 \left( PT, T \right)_\Omega + 2a_4 \left( P : T, P : T \right)_\Omega + a_4 \left( |T|^2, |P|^2 \right)_\Omega
\]

\[
\geq -a_2 \|T\|^2_{0,\Omega} - (a_3\delta) \left( |T|^2, |P|^2 \right)_\Omega - (a_3/\delta) \|T\|^2_{0,\Omega} + a_4 \left( |T|^2, |P|^2 \right)_\Omega
\]

\[
= -(a_2 + a_3^2/a_4) \|T\|^2_{0,\Omega} = -a' \|T\|^2_{0,\Omega}, \tag{3.28}
\]

by choosing \( \delta = a_4/a_3 \), where \( a' = a_2 + a_3^2/a_4 \). Similarly, we have

\[
\left( T, D^2\phi(P)T \right)_\Gamma = (-2s_0^2/3) \|T\|^2_{0,\Gamma} + 2 \left( P : T, P : T \right)_\Gamma + \left( |T|^2, |P|^2 \right)_\Gamma
\]

\[
\geq (-2s_0^2/3) \|T\|^2_{0,\Gamma} = -s' \|T\|^2_{0,\Gamma}, \tag{3.29}
\]

where \( s' = 2s_0^2/3 \). Next, setting \( S_{k+1} := Q_{k+1} - Q_k \), we have the identity:

\[
a(Q_k, Q_k) = a(Q_{k+1}, Q_{k+1}) + a(S_{k+1}, S_{k+1}) - 2a(S_{k+1}, Q_{k+1}). \tag{3.30}
\]

Note also that, substituting \( P = S_{k+1} \) into (3.26), we have

\[
\delta t^{-1} (S_{k+1}, S_{k+1})_{bt} = -a(Q_{k+1}, S_{k+1}) - (1/\eta^2) (D\psi(Q_{k+1}), S_{k+1})_\Omega
\]

\[
- (1/\omega) (D\phi(Q_{k+1}), S_{k+1})_\Gamma + l_{rhs}(S_{k+1}). \tag{3.31}
\]

Now use a Taylor expansion of \( \psi(Q_k) \) and \( \phi(Q_k) \) about \( Q_{k+1} \), i.e. set \( \bar{Q}(s) := (1-s)Q_{k+1} + \)
sQ_k, and for some s_1, s_2 ∈ (0, 1) we obtain from (3.17) combined with (3.28), (3.29), (3.30):
\[
\mathcal{E}[Q_k] = (1/2) a(Q_k, Q_k) + (1/\eta^2) (\psi(Q_{k+1}), 1)_{\Omega} + (1/\omega) (\phi(Q_{k+1}), 1)_{\Gamma}
\]
\[
- l_{\text{rhs}}(Q_{k+1}) + l_{\text{rhs}}(S_{k+1}) - (1/\eta^2) (D\psi(Q_{k+1}), S_{k+1})_{\Omega}
\]
\[
- (1/\omega) (D\phi(Q_{k+1}), S_{k+1})_{\Gamma} + (1/(2\eta^2)) (S_{k+1}, D^2\psi(\bar{Q}(s_1))S_{k+1})_{\Omega}
\]
\[
+ (1/(2\omega)) (S_{k+1}, D^2\phi(\bar{Q}(s_2))S_{k+1})_{\Gamma}
\]
\[
\geq (1/2) a(Q_{k+1}, Q_{k+1}) + (1/\eta^2) (\psi(Q_{k+1}), 1)_{\Omega} + (1/\omega) (\phi(Q_{k+1}), 1)_{\Gamma}
\]
\[
- l_{\text{rhs}}(Q_{k+1}) + (1/2) a(S_{k+1}, S_{k+1}) - a(S_{k+1}, Q_{k+1}) + l_{\text{rhs}}(S_{k+1})
\]
\[
- (1/\eta^2) (D\psi(Q_{k+1}), S_{k+1})_{\Omega} - (1/\omega) (D\phi(Q_{k+1}), S_{k+1})_{\Gamma}
\]
\[
- (1/2)(a'/2)||S_{k+1}||^2_{0,\Omega} - (1/\omega)(s'/2)||S_{k+1}||^2_{0,\Gamma}.
\]

We then substitute (3.31) into the above line and use (3.17) again to see that
\[
\mathcal{E}[Q_k] \geq \mathcal{E}[Q_{k+1}] + \delta t^{-1} (S_{k+1}, S_{k+1})_{\delta t} - (1/\eta^2)(a'/2)||S_{k+1}||^2_{0,\Omega} - (1/\omega)(s'/2)||S_{k+1}||^2_{0,\Gamma}
\]
\[
= \mathcal{E}[Q_{k+1}] + (1/\eta^2)\left(\frac{1}{\delta t} - \frac{a'}{2}\right)||S_{k+1}||^2_{0,\Omega} + (1/\omega)\left(\frac{1}{\delta t} - \frac{s'}{2}\right)||S_{k+1}||^2_{0,\Gamma} \geq \mathcal{E}[Q_{k+1}],
\]
provided that \( \delta t \leq 2/\max\{a', s'\} \).

The time step restriction in (3.27) involves non-dimensional constants of \( O(1) \).

However, the time step inner product (3.24) used in (3.26) accounts for the strength of the non-convex terms through the positive constants \( \eta \) and \( \omega \). In other words, when either \( \eta \) and \( \omega \) are small, the minimizing movements scheme in (3.25) penalizes \( Q_{k+1} - Q_k \) to be small. Hence, the minimization sequence will take more iterations when either \( \eta \) and \( \omega \) are small.
3.3.2. Implicit-explicit gradient descent

Other types of time-discretizations can be used, but they usually have more stringent time-step restrictions. The first of these that we shall discuss is the implicit-explicit gradient descent method, which is as follows. Given $Q_k \in \mathbf{V}$, we seek $Q_{k+1} \in \mathbf{V}$ that solves the following linear equation:

$$
\delta t^{-1} (Q_{k+1} - Q_k, P)_{\delta t} + a (Q_{k+1}, P) + (1/\eta^2) (D\psi(Q_k), P)_{\Omega} \\
+ (1/\omega) (D\phi(Q_k), P)_{\Gamma} = l_{\text{rhs}}(P), \quad \forall P \in \mathbf{V}.
$$

(3.32)

**Theorem 9.** Assume the sequence $\{Q_k\}_{k=0}^{\infty}$ defined by the method in (3.32) enjoys the additional regularity $|Q_k| \in L^\infty(\Omega)$ for all $k \geq 0$. Then, the sequence is monotonically energy decreasing, i.e.

$$
\mathcal{E}[Q_{k+1}] \leq \mathcal{E}[Q_k],
$$

if $\delta t$ is small enough.

**Proof.** We first note that, similarly to the fully implicit case, we substitute $P = S_{k+1} := Q_{k+1} - Q_k$ into (3.32) and have

$$
\delta t^{-1} (S_{k+1}, S_{k+1})_{\delta t} = -a (Q_{k+1}, S_{k+1}) - (1/\eta^2) (D\psi(Q_k), S_{k+1})_{\Omega} \\
- (1/\omega) (D\phi(Q_k), S_{k+1})_{\Gamma} + l_{\text{rhs}}(S_{k+1}).
$$

(3.33)

Using a Taylor expansion of $\psi(Q_{k+1})$ and $\phi(Q_{k+1})$ about $Q_k$ (analogous to the fully implicit case, i.e. using $\tilde{Q}(s)$ defined in the proof of Theorem 8), we find that for some
\(s_1, s_2 \in (0, 1)\) we obtain from (3.17) combined with a slightly rearranged (3.30):

\[
E[Q_{k+1}] = (1/2) a(Q_{k+1}, Q_{k+1}) + (1/\eta^2) (\psi(Q_k), 1)_\Omega + (1/\omega) (\phi(Q_k), 1)_\Gamma \\
- \ell_{\text{rhs}}(Q_k) - \ell_{\text{rhs}}(S_{k+1}) + (1/\eta^2) (D\psi(Q_k), S_{k+1})_\Omega \\
+ (1/\omega) (D\phi(Q_k), S_{k+1})_\Gamma + (1/(2\eta^2)) (S_{k+1}, D^2\psi(\bar{Q}(s_1)) S_{k+1})_\Omega \\
+ (1/(2\omega)) (S_{k+1}, D^2\phi(\bar{Q}(s_2)) S_{k+1})_\Gamma \\
\leq (1/2) a(Q_k, Q_k) + (1/\eta^2) (\psi(Q_k), 1)_\Omega + (1/\omega) (\phi(Q_k), 1)_\Gamma \\
- \ell_{\text{rhs}}(Q_k) - (1/2) a(S_{k+1}, S_{k+1}) + a(S_{k+1}, Q_{k+1}) - \ell_{\text{rhs}}(S_{k+1}) \\
+ (1/\eta^2) (D\psi(Q_k), S_{k+1})_\Omega + (1/\omega) (D\phi(Q_k), S_{k+1})_\Gamma \\
+ (1/\eta^2)(\overline{D^2\psi}/2\|S_{k+1}\|_{0,\Omega}^2 + (1/\omega)(\overline{D^2\phi}/2\|S_{k+1}\|_{0,\Gamma}^2,
\]

where \( \overline{D^2\psi} := \|D^2\psi(Q(s_1))\|_{0,\infty,\Omega} \) and \( \overline{D^2\phi} := \|D^2\phi(Q(s_2))\|_{0,\infty,\Gamma} \). We then substitute (3.33) into the above and again use (3.17) to see that

\[
E[Q_{k+1}] \leq E[Q_k] - \delta t^{-1} (S_{k+1}, S_{k+1})_{\delta t} + (1/\eta^2)(\overline{D^2\psi}/2\|S_{k+1}\|_{0,\Omega}^2 \\
+ (1/\omega)(\overline{D^2\phi}/2\|S_{k+1}\|_{0,\Gamma}^2 \\
= E[Q_k] + (1/\eta^2)\left(\frac{D^2\psi}{2} - \frac{1}{\delta t}\right)\|S_{k+1}\|_{0,\Omega}^2 \\
+ (1/\omega)\left(\frac{D^2\phi}{2} - \frac{1}{\delta t}\right)\|S_{k+1}\|_{0,\Gamma}^2 \\
\leq E[Q_k],
\]

provided that

\[
\delta t \leq 2/\max\{\overline{D^2\psi}, \overline{D^2\phi}\},
\]

as desired. \(\square\)
The result of Theorem 9 is not so useful because of the additional regularity required on $Q_k$.

3.3.3. Gradient descent using convex splitting

Another related strategy is *convex-splitting*, which is popular in gradient flow schemes [96, 100, 97]. Let

$$
\psi(Q) \equiv \psi_c(Q) - \psi_e(Q),
$$

(3.35)

where $\psi_c$ and $\psi_e$ are convex functions of $Q$. We modify (3.23) by treating $\psi_c$ implicitly and $\psi_e$ explicitly. We also drop the nonlinear $\phi$ term so that

$$
\mathcal{E}[Q] = \frac{1}{2} a(Q, Q) + \frac{1}{\eta^2} (\psi(Q), 1)_{\Omega} - l_{\text{rhs}}(Q),
$$

(3.36)

and simplify the definition of the time stepping inner product to $(P, T)_{\delta t} := (P, T)_{\Omega}$.

Then, (3.26) is replaced by the following. Given $Q_k$, find $Q_{k+1} \in V$ such that

$$
\delta t^{-1} (Q_{k+1} - Q_k, P)_{\delta t} + a(Q_{k+1}, P) + (1/\eta^2) (D\psi_c(Q_{k+1}), P)_{\Omega}
\leq l_{\text{rhs}}(P) + (1/\eta^2) (D\psi_e(Q_k), P)_{\Omega}, \quad \forall P \in V.
$$

(3.37)

This scheme also has an energy decrease property with a time-step restriction, for which the following lemma is needed.

**Lemma 10.** Let $Q, P \in S_0$ be any tensors. Then

$$
\psi(P) - \psi(T) \leq (D\psi_c(P) - D\psi_e(T)) : (P - T).
$$

(3.38)

**Proof.** We first invoke the Fundamental Theorem of Calculus, and then evaluate the resulting inner derivative using the chain rule:

$$
\psi(P) - \psi(T) = \int_0^1 \frac{d}{d\theta} [\psi(S_\theta)] \, d\theta = \int_0^1 D\psi(S_\theta) : (P - T) \, d\theta,
$$
where $S_\theta := T + \theta(P - T)$. With a bit of algebra this may be rewritten so that

$$\psi(P) - \psi(T) = (D\psi_c(P) - D\psi_c(T)) : (P - T) + \int_0^1 \xi(\theta) \, d\theta,$$

where

$$\xi(\theta) := \underbrace{(D\psi_c(S_\theta) - D\psi_c(P)) : (P - T)}_{=\xi_1(\theta)} + \underbrace{(D\psi_e(S_\theta) - D\psi_e(T)) : (T - P)}_{=\xi_2(\theta)}.$$

What remains is to show that $\xi(\theta) \leq 0$ for all $\theta \in [0, 1]$. We can do this by showing that the first and second terms of $\xi$ are bounded above by 0. For the first term, note that

$$\frac{d}{d\theta}[(D\psi_c(S_\theta) - D\psi_c(P)) : (P - T)] = (P - T) : D^2\psi_c(S_\theta)(P - T) \geq 0,$$

since $D^2\psi_c(S_\theta)$ is positive definite. And so $\xi_1$ is monotonically increasing with respect to $\theta$. Thus, for all $\theta \in [0, 1]$, we have

$$(D\psi_c(S_\theta) - D\psi_c(P)) : (P - T) \leq (D\psi_c(S_0) - D\psi_c(P)) : (P - T) = 0,$$

which shows that the first term is bounded above by 0.

For the second term, we have

$$\frac{d}{d\theta}[(D\psi_e(S_\theta) - D\psi_e(T)) : (T - P)] = -(P - T) : D^2\psi_e(S_\theta)(P - T) \leq 0,$$

since $D^2\psi_e(S_\theta)$ is positive definite. Thus, $\xi_2$ is monotonically decreasing with respect to $\theta$. And so, for all $\theta \in [0, 1]$, we have

$$(D\psi_e(S_\theta) - D\psi_e(P)) : (T - P) \leq (D\psi_e(S_0) - D\psi_e(P)) : (T - P) = 0,$$

which shows the second term is also bounded above by 0, as desired.
Theorem 11. The sequence \( \{Q_k\}_{k=0}^{\infty} \) defined by the method in (3.37) is monotonically energy decreasing, i.e.

\[
\mathcal{E}[Q_{k+1}] \leq \mathcal{E}[Q_k],
\]

provided that

\[
\delta t \leq \frac{2\alpha_1}{108\ell_1^2\tau_0^2 - \alpha_1^2}, \tag{3.39}
\]

where \( \alpha_1 \) is the coercivity constant in (3.5). If \( |\tau_0| \leq \alpha_1/(2\sqrt{27}\ell_1) \), there is no restriction on \( \delta t \).

Proof. The first series of inequalities we will prove will bound the difference of energies by integrals of \( Q_{k+1} - Q_k \) and its first-order derivatives. First of all, note that since \( a(\cdot, \cdot) \) is a bilinear form, we have for all tensors \( P, T \in \mathbb{R}^{3\times3} \) that

\[
a(P, P) - a(T, T) = -a(P - T, P - T) + 2a(P - T, P).
\]

In particular, letting \( S_{k+1} := Q_{k+1} - Q_k \),

\[
a(Q_{k+1}, Q_{k+1}) - a(Q_k, Q_k) = -a(S_{k+1}, S_{k+1}) + 2a(S_{k+1}, Q_{k+1}). \tag{3.40}
\]

We can also substitute \( P = S_{k+1} \) into (3.37), as in the proofs for the implicit-explicit and fully implicit cases, and arrive at

\[
-\delta t^{-1}(S_{k+1}, S_{k+1})_{\delta t} = a(Q_{k+1}, S_{k+1}) + (1/\eta^2)(D\psi_{\epsilon}(Q_{k+1}) - D\psi_{\epsilon}(Q_k), S_{k+1})_{\Omega} - l_{rh\alpha}(S_{k+1}). \tag{3.41}
\]
Thus we obtain from (3.36) combined with (3.38), (3.40), and (3.41):

\[
E[Q_{k+1}] - E[Q_k] = (1/2)a(Q_{k+1}, Q_{k+1}) - (1/2)a(Q_k, Q_k) \\
+ (1/\eta^2) (\psi(Q_{k+1}) - \psi(Q_k), 1)_{\Omega} - l_{\text{rhs}}(S_{k+1}) \\
\leq (-1/2)a(S_{k+1}, S_{k+1}) + a(S_{k+1}, Q_{k+1}) \\
+ (1/\eta^2) (D\psi_e(Q_{k+1}) - D\psi_e(Q_k), S_{k+1})_{\Omega} - l_{\text{rhs}}(S_{k+1}) \\
= -(1/2)a(S_{k+1}, S_{k+1}) - \delta t^{-1}(S_{k+1}, S_{k+1})_{\delta t}.
\]

Now, we rewrite the form \(a(\cdot, \cdot)\) using (3.9), then bound it using (3.5), the estimate in (3.8), as well as a weighted Young’s inequality:

\[
-(1/2)a(S_{k+1}, S_{k+1}) = -(1/2)a_e(S_{k+1}, S_{k+1}) - (1/2)a_t(S_{k+1}, S_{k+1}) \\
- (1/2)a_s(S_{k+1}, S_{k+1}) \\
\leq -\frac{\alpha_1}{2}\|S_{k+1}\|^2_{1, \Omega} + 2\sqrt{27}\ell_1\tau_0\|\nabla S_{k+1}\|_{0, \Omega}\|S_{k+1}\|_{0, \Omega} \\
\leq \frac{1}{2} (c\delta - \alpha_1) \|\nabla S_{k+1}\|^2_{0, \Omega}\Omega + \frac{1}{2} \left( \frac{c}{\delta} - \alpha_1 \right) \|S_{k+1}\|^2_{0, \Omega},
\]

where \(c = 2\sqrt{27}\ell_1\tau_0\) and \(\delta > 0\). Choosing \(\delta = \alpha_1/c\), we get

\[
-(1/2)a(S_{k+1}, S_{k+1}) \leq \left( \frac{c^2}{2\alpha_1} - \frac{\alpha_1}{2} \right) \|S_{k+1}\|^2_{0, \Omega}.
\]

Thus, combining this with the above, we obtain

\[
E[Q_{k+1}] - E[Q_k] \leq \left( \frac{c^2}{2\alpha_1} - \frac{\alpha_1}{2} - \frac{1}{\delta t} \right) \|S_{k+1}\|^2_{0, \Omega} \leq 0,
\]

provided that

\[
\delta t \leq \frac{2\alpha_1}{(4 \cdot 27\ell_1^2\tau_0^2) - \alpha_1^2}.
\]

The above also implies that if \(|\tau_0| \leq \alpha_1/(2\sqrt{27}\ell_1)\), there is no restriction on the size of \(\delta t\).
Usually, a convex splitting scheme is used to avoid a time-step restriction. However, the above discussion shows that a sufficiently large $\tau_0$ will cause a restriction. Moreover, according to [97], a convex splitting scheme is nothing but a fully implicit scheme with time re-scaled (when $\tau_0 = 0$). Thus, we always use the fully implicit scheme as our gradient descent strategy to find a minimizer of $\mathcal{E}[\cdot]$. 
Chapter 4. Finite Element Method

We approximate (3.26) by a finite element method [21]. In doing so, we assume that $\Omega \subset \mathbb{R}^3$ is discretized by a conforming shape regular triangulation $T_h = \{T_i\}$ consisting of tetrahedra, i.e. we define $\Omega_h := \cup_{T \in T_h} T$, where $h$ is the maximum diameter of the elements in $T_h$. For the sake of simplicity, we assume that $\Omega$ is a box-like domain, or polyhedral, so that $\Omega_h = \Omega$. One can consider curved domains as well and derive error estimates using the theory developed in [62].

Let $M_h(\Omega_h)$ be the space of continuous, piecewise Lagrange polynomial functions on $\Omega_h$, subordinate to the mesh $T_h$ of $\Omega_h$, with polynomial degree $r$, i.e.:

$M_h(\Omega_h) := \{v \in C^0(\Omega_h) \mid v|_T \in P_r(T), \forall T \in T_h\}, \quad (4.1)$

where $P_r(T)$ is the space of all polynomials of degree $\leq r$ on $T$, with $r \geq 1$.

In Section 4.2, we present a numerical analysis for the discretization of the equilibrium problem, i.e. we derive an error estimate (Theorem 13) for the finite element approximation of a (local) minimizer of (2.18). In particular, we will show that a minimum mesh size is required to obtain an error estimate because of the non-convexity of the double-well potential and cholesteric twist term.

4.1. Discretization of the Cholesteric Landau-de Gennes Model

We discretize (3.26) by approximating $Q$ by a finite element function $Q_h$. To this end, define

$S_h(\Omega_h) := \{P \in C^0(\Omega_h; \mathbb{S}_0) \mid P = q_{i,h}E^i, \forall q_{i,h} \in M_h(\Omega_h), 1 \leq i \leq 5\}, \quad (4.2)$

and let $Q_h \in V_h := S_h(\Omega_h) \subset V$. Thus, $Q_h = q_{i,h}E^i$, and $q_{i,h} \in H^1(\Omega)$ for $i = 1, \ldots, 5$. 35
The fully discrete $L^2$-gradient flow now follows from (3.26), i.e. given $Q_{h,k}$, find $Q_{h,k+1} \in V_h$ such that

$$\delta t^{-1} (Q_{h,k+1} - Q_{h,k}, P_h)_{\delta t} = -\delta Q E[Q_{h,k+1}; P_h], \quad \forall P_h \in V_h,$$

(4.3)

We iterate this procedure until some stopping criteria is achieved (see Section 5.1). Since $V_h \subset V$, the same arguments in Section 3.3 still hold when replacing $V$ by $V_h$. Therefore, the same time-stepping restrictions apply to the fully discrete formulation.

### 4.2. Numerical Analysis for the Equilibrium Problem

#### 4.2.1. Preliminary Facts and Assumptions

We seek to derive an error estimate for a local minimizer of the LdG energy, which has the form

$$E[Q] = (1/2) a (Q, Q) + (1/\eta^2) (\psi(Q), 1)_{\Omega} + (1/\omega) (\phi(Q), 1)_{\Gamma} - l_{\text{rhs}}(Q).$$

(4.4)

If $Q \in V$ is a local minimizer of $E[\cdot]$, then

$$\delta E[Q](P) = a (Q, P) + (1/\eta^2) (D\psi(Q), P)_{\Omega}$$

$$+ (1/\omega) (D\phi(Q), P)_{\Gamma} - l_{\text{rhs}}(P) = 0, \quad \forall P \in V.$$

(4.5)

Moreover, let $Q_h \in V_h$ be a local minimizer of $E[\cdot]$; thus,

$$\delta E[Q_h](P_h) = a (Q_h, P_h) + (1/\eta^2) (D\psi(Q_h), P_h)_{\Omega}$$

$$+ (1/\omega) (D\phi(Q_h), P_h)_{\Gamma} - l_{\text{rhs}}(P_h) = 0, \quad \forall P_h \in V_h.$$

(4.6)

In order to derive an error estimate, we need the following assumption, which says that the energy landscape around a minimizer is not too flat.

**Assumption 12** (Isolated minimizer and coercivity). For a given local minimizer $Q$ of $E$, we assume there exists $\zeta > 0$ such that for all $\tilde{Q}$ with $\|Q - \tilde{Q}\|_{1,\Omega} < \zeta$, the following two
inequalities hold:

\[ \mathcal{E}[Q] \leq \mathcal{E}[\tilde{Q}], \quad (4.7) \]

\[ \delta^2 \mathcal{E}[\tilde{Q}](P, P) = a(P, P) + (1/\eta^2) \left( P, D^2 \psi(\tilde{Q}) P \right)_\Omega + (1/\omega) \left( P, D^2 \phi(\tilde{Q}) P \right)_\Gamma \geq m_0 \| P \|_{1, \Omega}^2. \quad (4.8) \]

for some \( m_0 > 0 \) and all \( P \in \mathbf{V} \).

4.2.2. Error Estimates

In order to avoid additional technicalities, and streamline the presentation, we assume that if \( Q \) is a solution of (4.5), then it has the additional regularity \( Q \in H^2(\Omega) \).

Moreover, we also assume an associated adjoint problem also enjoys additional \( H^2(\Omega) \) regularity; see Remark 17 for further details. We have the following result that yields an error estimate for the finite element solution \( Q_h \), which requires a restriction on the mesh size \( h \).

**Theorem 13.** Let \( Q \in \mathbf{V} \) be a local minimizer of \( \mathcal{E}[\cdot] \) that satisfies (3.1) and also satisfies \( Q \in H^2(\Omega) \), and let \( Q_h \in \mathbf{V}_h \) be a local minimizer of \( \mathcal{E}[\cdot] \) that satisfies (4.6). Moreover, adopt Assumption 12 and assume that \( \| Q - Q_h \|_{1, \Omega} < \zeta \). Then, there exists \( c > 0 \) such that for all \( h \leq h_0 \), we have \( \| Q - Q_h \|_{1, \Omega} \leq c h |Q|_{2, \Omega} \), where

\[ h_0 = \left( \frac{\alpha_1}{k + (\alpha'/\eta^2) + (s''/\omega^2)} \right)^{1/2} \frac{1}{\sqrt{8}(c_0 + \beta_1'/\eta^2 + \beta_2'/\omega)c_2c_3}, \quad (4.9) \]

where \( k = \max \left( (216\ell_1^2\tau_0^2/\alpha_1) - (\alpha_1/2), 0 \right) \), \( c_1, c_2, c_3, \beta_1', \beta_2', a', \) and \( s'' \) are constants depending on the domain, and

\[ c_0 = \ell_1 + 3\ell_2 + \ell_3 + 4\ell_1\sqrt{27}\tau_0 + \beta_3(w_0 + 3w_1) \quad (4.10) \]

is the constant such that \( |a(Q, P)| \leq c_0 \| Q \|_{1, \Omega} \| P \|_{1, \Omega} \), with \( \beta_3 \) also depending on the domain.
Note that (4.9) says that small values of $\eta$ and $\omega$, and large values of $\tau_0$, lead to small values of $h_0$. Furthermore, Theorem 13 says there is no error estimate if the mesh size is too large. This means that the discrete problem may have no connection to the physical problem of interest.

To facilitate the proof of Theorem 13, we first give several intermediate results.

**Lemma 14** (Gårding’s inequality). There exists $k \geq 0$ such that

$$a(P, P) + k\|P\|_{0, \Omega}^2 \geq \frac{\alpha_1}{2} \|P\|_{1, \Omega}^2, \quad \forall P \in V,$$

where $\alpha_1$ is the constant found in (3.5).

*Proof.* We follow the proof found in [21], with modifications for our particular case. First, note the coercivity result from (3.5): $a_e(P, P) + a_s(P, P) \geq \alpha_1 \|P\|_{1, \Omega}^2$. Next, recall (3.9) and note that $|\varepsilon_{ijkl}(P_{jk,t}, P_{ij})_\Omega| \leq \sqrt{27} \|P\|_{1, \Omega} \|P\|_{0, \Omega}$, and using a weighted Young’s inequality, we have

$$a(P, P) + k\|P\|_{0, \Omega}^2 \geq \alpha_1 \|P\|_{1, \Omega}^2 - (4\ell_1 \sqrt{27} \tau_0) \|P\|_{1, \Omega} \|P\|_{0, \Omega} + k\|P\|_{0, \Omega}^2$$

$$\geq \alpha_1 \|P\|_{1, \Omega}^2 - 2\ell_1 \sqrt{27} \tau_0 \delta \|P\|_{1, \Omega}^2 - 2\ell_1 \sqrt{27} \tau_0 \delta^{-1} \|P\|_{0, \Omega}^2 + (k + \alpha_1) \|P\|_{0, \Omega}^2$$

$$= \left(\alpha_1 - 2\ell_1 \sqrt{27} \tau_0 \delta\right) \|P\|_{1, \Omega}^2 + \left(k + \alpha_1 - 2\ell_1 \sqrt{27} \tau_0 \delta^{-1}\right) \|P\|_{0, \Omega}^2$$

$$\geq (\alpha_1/2) \|\nabla P\|_{0, \Omega}^2 + (\alpha_1/2) \|P\|_{0, \Omega}^2.$$

Finally, by choosing $\delta = \alpha_1/(4\ell_1 \tau_0 \sqrt{27})$ the result follows by assuming

$$k = \max \left(\frac{216\ell_1^2 \tau_0^2}{\alpha_1} - \frac{\alpha_1}{2}, 0\right). \quad (4.11)$$

Thus the proof is complete. \[\square\]
Lemma 15. The following inequality holds:

\[
\frac{\alpha_1}{4} \|Q - Q_h\|_{1,\Omega}^2 \leq c_1 \|Q - Q_h\|_{1,\Omega} \|Q - P_h\|_{1,\Omega} + \tilde{k} \|Q - Q_h\|_{0,\Omega}^2, \quad \forall P_h \in V_h,
\]

where \(c_1\) and \(\tilde{k}\) are nonnegative constants, and \(Q, Q_h\) are defined in Thm. 13.

Proof. First, observe that, by subtracting (4.6) from (3.18) (choosing \(P = P_h \in V_h\)), we obtain

\[
a(Q - Q_h, P_h) + (1/\eta^2) (D\psi(Q) - D\psi(Q_h), P_h) + (1/\omega) (D\phi(Q) - D\phi(Q_h), P_h) = 0,
\]

(4.12)

for all \(P_h \in V_h\). Secondly, for all symmetric tensors \(Q_1, Q_2, P\), note that:

\[
(D\psi(Q_1) - D\psi(Q_2)) : P = -a_2(H : P) - a_3(Q_1^2 - Q_2^2) : P + a_4(|Q_1|^2 Q_1 - |Q_2|^2 Q_2) : P
\]

\[
= -a_2(H : P) - a_3(H : (Q_1 + Q_2) P)
\]

\[
+ \frac{a_4}{2} \left[ (|Q_1|^2 + |Q_2|^2) H : P + (H : (Q_1 + Q_2)) ((Q_1 + Q_2) : P) \right]
\]

\[
= H : \left( -a_2 I - a_3 (Q_1 + Q_2) I + \frac{a_4}{2} \left[ (|Q_1|^2 + |Q_2|^2) I + (Q_1 + Q_2) \otimes (Q_1 + Q_2) \right] \right) P =: H : \Theta(Q_1, Q_2) P,
\]

where \(H = Q_1 - Q_2\) and \(I\) is the 4-tensor identity. Similarly, we have

\[
(D\phi(Q_1) - D\phi(Q_2)) : P = -\frac{2s_0}{3} H : P + (|Q_1|^2 Q_1 - |Q_2|^2 Q_2) : P
\]

\[
= -\frac{2s_0}{3} H : P + (1/2) \left[ (|Q_1|^2 + |Q_2|^2) H : P + (P : (Q_1 + Q_2)) ((Q_1 + Q_2) : H) \right]
\]

\[
= H : \left( -\frac{2s_0}{3} I + (1/2) \left[ (|Q_1|^2 + |Q_2|^2) I + (Q_1 + Q_2) \otimes (Q_1 + Q_2) \right] \right) P =: H : \Xi(Q_1, Q_2) P.
\]
Note also that these tensors obey the inequality

\[
(P, \Theta(Q_1, Q_2) P)_{\Omega} \geq \int_{\Omega} -a_2 |P|^2 - a_3 (P : (Q_1 + Q_2) P) + (a_4/2)(|Q_1|^2 + |Q_2|^2)|P|^2
\]

\[
\geq \int_{\Omega} -a_2 |P|^2 - (a_3 \delta^{-1}/2)|P|^2 - (a_3 \delta/2)|Q_1 + Q_2|^2|P|^2
\]

\[
+ (a_4/2)(|Q_1|^2 + |Q_2|^2)|P|^2
\]

\[
\geq \int_{\Omega} -a_2 |P|^2 - (a_3 \delta^{-1}/2)|P|^2 - (a_3 \delta)(|Q_1|^2 + |Q_2|^2)|P|^2
\]

\[
+ (a_4/2)(|Q_1|^2 + |Q_2|^2)|P|^2
\]

\[
= -(a_2 + a_3^2/a_4)\|P\|^2_{0,\Omega} = -\alpha'\|P\|^2_{0,\Omega},
\]

and also

\[
(P, \Xi(Q_1, Q_2) P)_{\Gamma} = \int_{\Gamma} -(2s_0^2/3)|P|^2 + (1/2)(|Q_1|^2 + |Q_2|^2)|P|^2 + (1/2)((Q_1 + Q_2) : P)^2
\]

\[
\geq \int_{\Gamma} -(2s_0^2/3)|P|^2 = -s'\|P\|^2_{0,\Gamma},
\]

for all \(Q_1, Q_2, P\), where we have chosen \(\delta = a_4/2a_3\), \(\alpha' = a_2 + a_3^2/a_4\), and \(s' = 2s_0^2/3\). Then, for all \(P_h \in \mathbf{V}_h\), we have

\[
a(Q - Q_h, Q - Q_h) = a(Q - Q_h, Q - P_h) + a(Q - Q_h, P_h - Q_h)
\]

\[
= a(Q - Q_h, Q - P_h) - (1/\eta^2) (D\psi(Q) - D\psi(Q_h), P_h - Q_h)_{\Omega}
\]

\[
- (1/\omega) (D\phi(Q) - D\phi(Q_h), P_h - Q_h)_{\Omega}.
\]
Substituting $\Theta$ and $\Xi$ into the above, we see that

\[
a (Q - Q_h, Q - Q_h) = a (Q - Q_h, Q - P_h) - (1/\eta^2) (Q - Q_h, \Theta(Q, Q_h)(P_h - Q_h))_\Omega \\
- (1/\omega) (Q - Q_h, \Xi(Q, Q_h)(P_h - Q_h))_\Gamma \\
= a (Q - Q_h, Q - P_h) + (1/\eta^2) (Q - Q_h, \Theta(Q, Q_h)(Q - P_h))_\Omega \\
+ (1/\omega) (Q - Q_h, \Xi(Q, Q_h)(Q - P_h))_\Gamma \\
- (1/\eta^2) (Q - Q_h, \Theta(Q, Q_h)(Q - Q_h))_\Omega - (1/\omega) (Q - Q_h, \Xi(Q, Q_h)(Q - Q_h))_\Gamma \\
\leq c_0 \|Q - Q_h\|_{1,\Omega} \|Q - P_h\|_{1,\Omega} \\
+ (1/\eta^2) \|\Theta(Q, Q_h)\|_{0,3,\Omega} \|Q - Q_h\|_{0,6,\Omega} \|Q - P_h\|_{0,\Omega} \\
+ (1/\omega) \|\Xi(Q, Q_h)\|_{0,\Gamma} \|Q - Q_h\|_{0,4,\Gamma} \|Q - P_h\|_{0,4,\Gamma} \\
+ \frac{a'}{\eta^2} \|Q - Q_h\|_{0,\Omega}^2 + \frac{s'}{\omega} \|Q - Q_h\|_{0,\Gamma}^2,
\]

where $c_0$ is the continuity constant defined in (4.10). Applying the Sobolev trace and embedding theorems, with induced constants $\beta_1, \beta_2 > 0$, we get

\[
a (Q - Q_h, Q - Q_h) \leq c_0 \|Q - Q_h\|_{1,\Omega} \|Q - P_h\|_{1,\Omega} \\
+ (\beta_1/\eta^2) \|\Theta(Q, Q_h)\|_{0,3,\Omega} \|Q - Q_h\|_{1,\Omega} \|Q - P_h\|_{1,\Omega} \\
+ (\beta_2/\omega) \|\Xi(Q, Q_h)\|_{0,\Gamma} \|Q - Q_h\|_{1,\Omega} \|Q - P_h\|_{1,\Omega} \\
+ \frac{a'}{\eta^2} \|Q - Q_h\|_{0,\Omega}^2 + \frac{s'}{\omega} \|Q - Q_h\|_{0,\Gamma}^2.
\]

Next, by another classic trace theorem, $\|P\|_{0,\Gamma}^2 \leq \beta_3 \|P\|_{0,\Omega} \|P\|_{1,\Omega}$ combined with a weighted inequality, we have

\[
\frac{s'}{\omega} \|Q - Q_h\|_{0,\Gamma}^2 \leq \frac{(\beta_3 s')^2}{\omega^2 \alpha_1} \|Q - Q_h\|_{0,\Omega}^2 + \frac{\alpha_1}{4} \|Q - Q_h\|_{1,\Omega}^2.
\]
which leads to

\[
    a(Q - Q_h, Q - Q_h) \leq c_1 \|Q - Q_h\|_{1, \Omega} \|Q - P_h\|_{1, \Omega} \\
    + \left(\frac{a'}{\eta^2} + \frac{(\beta_3 s')^2}{\omega^2 \alpha_1}\right) \|Q - Q_h\|^2_{0, \Omega} + \frac{\alpha_1}{4} \|Q - Q_h\|^2_{1, \Omega},
\]

where

\[
    c_1 := c_0 + \frac{\beta_1}{\eta^2} \|\Theta(Q, Q_h)\|_{0, \Omega, 3} + (\beta_2/\omega) \|\Xi(Q, Q_h)\|_{0, \Gamma} = c_0 + \beta_1' / \eta^2 + \beta_2' / \omega. \tag{4.13}
\]

Now, by Gårding’s inequality, we have

\[
    \frac{\alpha_1}{2} \|Q - Q_h\|^2_{1, \Omega} \leq a(Q - Q_h, Q - Q_h) + k \|Q - Q_h\|^2_{0, \Omega}.
\]

And so, if we combine this with the above, define \( s'' = (\beta_3 s')^2 / \alpha_1 \), and set

\[
    \tilde{k} = k + \frac{a'}{\eta^2} + \frac{s''}{\omega^2}, \tag{4.14}
\]

then the proof is complete. \( \square \)

Now we move towards an estimate in \( L^2(\Omega) \) of \( Q - Q_h \). In order to do this, we first introduce the solution to and regularity of an adjoint problem.

**Lemma 16.** There exists a solution \( R \in V \) to the adjoint problem

\[
    a(P, R) + (1/\eta^2) (R, \Theta(Q, Q_h)P)_\Omega + (1/\omega) (R, \Xi(Q, Q_h)P)_\Gamma = (Q - Q_h, P)_\Omega, \quad \forall P \in V,
\]

where we assume the regularity estimate

\[
    |R|_{2, \Omega} \leq c_3 \|Q - Q_h\|_{0, \Omega}. \tag{4.16}
\]
Proof. First note the inequality
\[
P : \Theta(Q, Q_h)P = -a_2|P|^2 - a_3(P : (Q_1 + Q_2)P) + (a_4/2)\left(||Q_1||^2 + ||Q_2||^2||P||^2 + (P : (Q_1 + Q_2))^2\right)
\]
\[
= -a_2|P|^2 - 2a_3(P : \bar{Q}P) + a_4\left(||Q_1||^2 + ||Q_2||^2||P||^2 + 2(\bar{Q} : P)^2\right)
\]
\[
\geq -a_2|P|^2 - 2a_3(P : \bar{Q}P) + a_4\left(||\bar{Q}||^2||P||^2 + 2(\bar{Q} : P)^2\right) = P : D^2\psi(\bar{Q})P,
\]
as well as the inequality,
\[
P : \Xi(Q, Q_h)P = -(2s_0^2/3)||P||^2 + (1/2)\left(||Q_1||^2 + ||Q_2||^2||P||^2 + (P : (Q_1 + Q_2))^2\right)
\]
\[
\geq -(2s_0^2/3)||P||^2 + \left(||\bar{Q}||^2||P||^2 + 2(\bar{Q} : P)^2\right) = P : D^2\phi(\bar{Q})P,
\]
where \(\bar{Q} = (Q_1 + Q_2)/2\), and where we have used the Cauchy-Schwarz and Young inequalities. From here, using (4.8), we see that
\[
a (P, P) + (1/\eta^2) (P, \Theta(Q, Q_h)P)_\Omega + (1/\omega) (P, \Xi(Q, Q_h)P)_\Gamma
\]
\[
\geq a (P, P) + (1/\eta^2) (P, D^2\psi(\bar{Q})P)_\Omega + (P, D^2\phi(\bar{Q})P)_\Gamma \geq m_0||P||^2_{1,\Omega},
\]
showing that this problem is coercive, and so the solution to the above is guaranteed by Lax-Milgram, which also shows that \(\|R\|_{1,\Omega} \leq c\|Q - Q_h\|_{0,\Omega}\) for some constant \(c > 0\).

Remark 17. The additional \(H^2(\Omega)\) regularity assumed in Thm. 13 on the solution \(Q\), as well as the additional regularity on the adjoint solution in (4.16), may be shown rigorously (given certain smoothness assumptions on \(\Omega\)) by applying bootstrapping techniques, and combining the previous a priori estimate for \(\|R\|_{1,\Omega}\) with the theory in [45, Ch. 4].
See [38, 43] for other techniques for proving higher regularity of solutions to elliptic systems.
Lemma 18. The following estimate holds for the $L^2$-norm difference of $Q$ and its finite element approximation:

$$\|Q - Q_h\|_{0, \Omega} \leq c_4 h \|Q - Q_h\|_{1, \Omega}.$$  

Proof. Starting from (4.12), replace $P_h$ with $R_h \in V_h$ and use $\Theta$ and $\Xi$ from earlier to get:

$$a(Q - Q_h, R_h) + (1/\eta^2) (R_h, \Theta(Q, Q_h)(Q - Q_h))_{\Omega} + (1/\omega) (R_h, \Xi(Q, Q_h)(Q - Q_h))_{\Gamma} = 0.$$  

Then, set $P = Q - Q_h$ in (4.15) to produce an estimate for $\|Q - Q_h\|_{0, \Omega}$:

$$(Q - Q_h, Q - Q_h)_{\Omega} = a(Q - Q_h, R) + (1/\eta^2) (R, \Theta(Q, Q_h)(Q - Q_h))_{\Omega} + (1/\omega) (R - R_h, \Xi(Q, Q_h)(Q - Q_h))_{\Gamma} \leq a(Q - Q_h, R - R_h) + (1/\eta^2) \|\Theta(Q, Q_h)\|_{0,3,\Omega} \|R - R_h\|_{0,6,\Omega} \|Q - Q_h\|_{0,\Omega} + (1/\omega) \|\Xi(Q, Q_h)\|_{0,\Gamma} \|R - R_h\|_{0,4,\Gamma} \|Q - Q_h\|_{0,4,\Gamma}.$$  

We apply the Sobolev trace and embedding theorems to the above line and obtain that

$$(Q - Q_h, Q - Q_h)_{\Omega} \leq a(Q - Q_h, R - R_h) + (\beta_1/\eta^2) \|\Theta(Q, Q_h)\|_{0,3,\Omega} \|R - R_h\|_{1,\Omega} \|Q - Q_h\|_{1,\Omega} + (\beta_2/\omega) \|\Xi(Q, Q_h)\|_{0,\Gamma} \|R - R_h\|_{1,\Omega} \|Q - Q_h\|_{1,\Omega} \leq c_0 \|Q - Q_h\|_{1,\Omega} \|R - R_h\|_{1,\Omega} + ((\beta_1/\eta^2) \|\Theta(Q, Q_h)\|_{0,3,\Omega} + (\beta_2/\omega) \|\Xi(Q, Q_h)\|_{0,\Gamma}) \|Q - Q_h\|_{1,\Omega} \|R - R_h\|_{1,\Omega} = c_1 \|Q - Q_h\|_{1,\Omega} \|R - R_h\|_{1,\Omega},$$  
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for all $R_h \in V_h$, where $\beta_1, \beta_2 > 0$ are constants induced from the trace and embedding theorems, and $c_1$ is the same as in (4.13). We then note that $\inf_{P_h \in V_h} \|P - P_h\|_{1,\Omega} \leq c_2 h |P|_{2,\Omega}$ for all $P \in H^2(\Omega)$, for some constant $c_2 > 0$, a result from standard finite element interpolation theory (cf. [21], for instance). So, we can choose $R_h$ such that by this estimate as well as (4.16), we obtain

$$(Q - Q_h, Q - Q_h)_\Omega \leq c_1 c_2 h \|Q - Q_h\|_{1,\Omega} R_{2,\Omega} \leq c_1 c_2 c_3 h \|Q - Q_h\|_{1,\Omega} \|Q - Q_h\|_{0,\Omega}.$$ 

Dividing everything by $\|Q - Q_h\|_{0,\Omega}$, we obtain

$$\|Q - Q_h\|_{0,\Omega} \leq c_4 h \|Q - Q_h\|_{1,\Omega},$$

where $c_4 := c_1 c_2 c_3$ and we are done. \hfill \Box

**Proof of Theorem 13.** Combining Lemma 15 with Lemma 18, we obtain the following for all $P_h \in V_h$:

Lem. 15: \[ \frac{\alpha_1}{4} \|Q - Q_h\|_{1,\Omega}^2 \leq c_1 \|Q - Q_h\|_{1,\Omega} \|Q - P_h\|_{1,\Omega} + \tilde{k} \|Q - Q_h\|_{0,\Omega}^2 \leq c_1 \|Q - Q_h\|_{1,\Omega} \|Q - P_h\|_{1,\Omega} + \tilde{k} (c_1 c_2 c_3)^2 h^2 \|Q - Q_h\|_{1,\Omega}^2. \]

Moving the last term to the left hand side and then dividing by $\|Q - Q_h\|_{1,\Omega}$:

$$\left(\frac{\alpha_1}{4} - \tilde{k} (c_1 c_2 c_3)^2 h^2\right) \|Q - Q_h\|_{1,\Omega} \leq c_1 \|Q - P_h\|_{1,\Omega}.$$ 

If we choose $h \leq h_0$, where

$$h_0 = \left(\frac{\alpha_1}{8 \tilde{k}}\right)^{1/2} \frac{1}{c_1 c_2 c_3},$$

then

$$\alpha_1 \|Q - Q_h\|_{1,\Omega} \leq 8 c_1 \|Q - P_h\|_{1,\Omega}, \quad \forall P_h \in V_h.$$ (4.18)
Next, substituting $c_1$ from (4.13) and $\tilde{k}$ from (4.14), the explicit form of $h_0$ is

$$h_0 = \left( \frac{\alpha_1}{k + (a'/\eta^2) + (s''/\omega^2)} \right)^{1/2} \frac{1}{\sqrt{8(c_0 + \beta'_1/\eta^2 + \beta'_2/\omega)c_2c_3}}.$$

Finally, using the interpolation theory result from the previous lemma, we see that the estimate (4.18) is bounded by a multiple of $h|Q|_{2,\Omega}$, thus completing the proof.

\[\square\]

4.3. Numerical Analysis for the Gradient Flow Problem

The previous sections describe the energy decrease property of our gradient flow scheme which is necessary to obtain a local minimizer; this holds for both the continuous problem and the finite element discretized problem. Furthermore, we have shown that a local minimizer for the finite element discretization of the equilibrium problem converges to a local minimizer of the full equilibrium problem as the mesh size $h$ goes to 0, which required Assumption 12 (i.e. the minimizer is isolated and coercive).

One can also analyze the numerical convergence of the fully discrete scheme toward the solution of the continuous gradient flow problem in space and time on a finite time-interval, i.e. does the solution of (4.3) converge to the solution of (3.21) as $\delta t \to 0$ and $h \to 0$? This does indeed hold and can be shown by well-known numerical techniques for parabolic equations; for instance, see [96, 83, 97] in the context of phase-field models. However, in many liquid crystal modeling situations, the equilibrium problem is of primary interest.

In addition, the mesh-size restriction that is in Theorem 13 does not appear in the error analysis for the time-dependent problem on a finite time-interval. This is due to the fact that the discrete time-derivative term acts to regularize the problem for sufficiently small time-steps. Hence, it can be misleading to only consider the numerical analysis of
the time-dependent problem with respect to the numerical parameters needed to accu-
rately capture the phenomena being modeled. In other words, if the mesh size is not suffi-
ciently small, then the numerical solution of the equilibrium problem may not be trustwor-
thy. Section 5.5 gives examples that demonstrate this.
Chapter 5. Numerical Results

We present several simulations that illustrate the cholesteric Landau-de Gennes model on both a slab geometry and a spherical shell for a range of twist parameters. We illustrate both the richness of the model, as well as issues that can arise when the mesh size is not small enough. Our software is implemented in Firedrake [77], which heavily uses the PETSc library [10, 9, 11], as well as various algorithms for computing and finite elements [50, 64, 52, 51]. We also made use of parallel computing in our simulations [28, 26]. We used Paraview [6] to visualize our simulations. We simulated on two of the machines owned by the LSU Department of Mathematics. Each machine was equipped with two Intel Xeon Gold 6242R processors running at 3.10/4.10 GHz, as well as a 768 GiB RAM. We ran our simulations on a single node using 25 processes.

5.1. Minimization technique

As discussed in Section 3.3, the gradient descent method can be used to find a local minimizer of the LdG equilibrium problem. In our implementation, we apply this method to the finite element discretization of the problem. At each time step, we must solve a nonlinear system in (4.3), so Firedrake’s builtin nonlinear solver (which utilizes Newton’s method) is employed. We use the Geometric agglomerated Algebraic MultiGrid (GAMG) preconditioner, as well as the Minimal Residual Method (MINRES) for our Krylov subspace method.

However, the fully implicit gradient descent method we use comes with a time-step restriction (see Theorem 8) that is affected by \( \eta \) and \( \omega \) through the minimizing movements inner product (3.25), as well as the twist \( \tau_0 \). This can lead to excessive computation times.
Therefore, in practice, we start with a time-step that satisfies the various restrictions given earlier and compute several steps (e.g. we start with a time-step of $\delta t = 0.001$ and we compute 50 steps). Then, we increase the time-step by a factor of 10 and do several more steps (e.g. 50), checking that the energy continues to decrease with each step. If the energy does not decrease after increasing the time-step, or if the solver diverges, then we go back to the smaller time-step and perform more iterations before attempting to increase the time-step again. In practice, however, the energy always decreased in our simulations; the only situation in which we had to go back to the smaller time-step was when the solver diverged. This continues until $\delta t$ reaches a maximum value of $\delta t = 100,000$, after which we continue iterating. During this procedure, for any value of $\delta t$, if the energy decrease between successive iterates is less than a tolerance (e.g. $10^{-6}$), then we stop iterating and solve the equilibrium problem directly (i.e. no gradient descent). If the nonlinear solver for the equilibrium problem diverges, then we continue with several more gradient descent iterations. Despite the ad-hoc nature of this procedure, it was effective in obtaining (discrete) local minimizers of the discrete LdG energy in a reasonable amount of time.

5.2. Parameter choices and visualization

The following parameter values were used for all simulations in Sections 5.3, 5.4, and 5.5. The coefficients of the double well in (2.10), were chosen as

$$a_0 = 1, \quad a_2 = 7.502104, \quad a_3 = 60.975813, \quad a_4 = 66.519069.$$  \hspace{1cm} (5.1)

The function $\psi(Q)$ has a global minimum at $Q_* = s_0 (1 \otimes 1 - I/3)$, where $1 \in \mathbb{R}^3$ is any unit vector, and $s_0 = 0.7$. The other coefficients are given by $\ell_1 = 1.0$, $\ell_2 = \ell_3 = 0$, and $\eta = 0.1$. We conducted experiments with both homeotropic anchoring (i.e. $w_0 = 10.0$, 49
$w_1 = w_2 = 0$) and planar degenerate anchoring (i.e. $w_0 = 0, w_1 = w_2 = 10.0$ and \( \omega = 0.1 \)). The twist was varied, with values typically chosen as \( \tau_0 = 0, 5, 10, 15, 20, 25 \).

In Section 5.6, a different set of parameters was used corresponding to the liquid crystal 5CB.

The numerical solution for \( Q \) is visualized by first performing an eigendecomposition of \( Q \) at each node of the mesh. We then set \( n \) to be the eigenvector of \( Q \) corresponding to the largest eigenvalue of \( Q \). If \( Q \) has a uniaxial form, then this choice of \( n \) is consistent with (2.5). Finally, we compute \( |n \cdot r| \), where \( r \) is a given vector that corresponds to the computational domain, and visualize \( |n \cdot r| \) as a scalar field. Typically, \( r \) is chosen to face a hypothetical viewer, and this varies depending on the geometry of the LC domain. Thus, \( |n \cdot r| = 0 \) means the LCs are facing orthogonal to the viewer’s line of sight, and \( |n \cdot r| = 1 \) means the LCs are facing the viewer directly.

### 5.3. Slab Configuration

#### 5.3.1. Experimental Setup

The domain \( \Omega \) is a rectangular solid (slab geometry), where two choices were used with different aspect ratios. For the first slab, we set \( \Omega = (0, 1) \times (0, 1) \times (0, 0.2) \). The boundary is partitioned as \( \Gamma = \Gamma_1 \cup \Gamma_0 \) where \( \Gamma_1 = (0, 1) \times (0, 1) \times \{0, 0.2\} \) (top and bottom of the slab) and \( \Gamma_0 = \Gamma \setminus \Gamma_1 \) (sides of the slab). Then, in the formulation (3.26), we replace \( \Gamma \) with \( \Gamma_1 \), i.e. we enforce the weak anchoring condition on \( \Gamma_1 \) and use a zero Neumann condition on \( \Gamma_0 \). For the finite element discretized domain \( \Omega_h \), we chose a mesh size of \( h = 0.02 \).

The initial condition \( Q_0 \) for this case was a periodic function defined as follows.
First, let \( \mathbf{w} = \mathbf{w}(x_1, x_2, x_3) \) be given by

\[
\mathbf{w} = (0, \cos(\tau_0 x_1), \sin(\tau_0 x_1)) \dagger. \tag{5.2}
\]

Then, we set \( \mathbf{n} = \mathbf{w}/|\mathbf{w}| \) and

\[
Q_0 = s_0 (\mathbf{n} \otimes \mathbf{n} - I/3). \tag{5.3}
\]

This initial condition corresponds to a helical configuration of the director field, which is visualized in the far left column of Figure B.1 where the color corresponds to \(|\mathbf{n} \cdot \mathbf{r}|\) with \( \mathbf{r} = \mathbf{e}_3 \) (see Section 5.2). The period \( 2\pi/\tau_0 \) decreases with larger values of \( \tau_0 \), which corresponds with more stripes positioned closer together. See Figure B.1 for a visualization of the initial condition \( Q_0 \) and the computed local minimizers for both homeotropic and planar degenerate anchoring for a range of twist values \( \tau_0 \). Note that the color corresponds to \(|\mathbf{n} \cdot \mathbf{r}|\) with \( \mathbf{r} = \mathbf{e}_3 \) (see Section 5.2).

For the larger aspect ratio slab, we set \( \Omega = (0, 2) \times (0, 2) \times (0, 0.2) \), with boundary conditions chosen similarly to the smaller slab, i.e. a zero Neumann condition is enforced on the sides of \( \Omega \) and weak anchoring on the top and bottom. The mesh size was again set to \( h = 0.02 \). The initial condition was chosen to have an oscillatory component in the following way. First, define

\[
\mathbf{w}_1 = (0, \cos(\tau_0 x_1), \sin(\tau_0 x_1)) \dagger, \quad \mathbf{w}_2 = (\cos(\tau_0 x_2), \sin(\tau_0 x_2), 0) \dagger. \tag{5.4}
\]

Then for \( i = 1, 2 \) we define \( \mathbf{n}_i = \mathbf{w}_i/|\mathbf{w}_i| \), and \( Q_i \) by

\[
Q_i = s_0 (\mathbf{n}_i \otimes \mathbf{n}_i - I/3). \tag{5.5}
\]

Then, choosing \( \rho = (\cos(\tau_0 x_1) \cos(\tau_0 x_2) + 1)/2 \), we set

\[
Q_0 = (1 - \rho)Q_1 + \rho Q_2. \tag{5.6}
\]
See Figure B.2 for a visualization of $Q$ on the larger slab that is analogous to Figure B.1.

5.3.2. Results

We begin with the smaller aspect ratio slab. Table A.1 lists the (non-dimensional) energies of the initial condition for each $\tau_0$ compared to the energies of the equilibrium state (a local minimizer), for both homeotropic and planar degenerate anchoring.

Figure B.1 (middle column) depicts the final equilibrium solutions with homeotropic anchoring, all of which had very regular stripe patterns. In addition, as $\tau_0$ increased, the final stripe patterns aligned more with the diagonal of the slab. This is most likely due to the zero Neumann condition imposed on the sides. If a periodic boundary condition were used, then the final configuration would be invariant to rotations of the $e_1, e_2$ plane. We were not able to enforce this condition because of a limitation of Firedrake.

For the planar degenerate anchoring case (Figure B.1, right column), similar striped patterns occurred in the equilibrium solutions for each twist value. However, the alignment with the diagonal was not quite as pronounced. Moreover, the transition between stripes was slightly different from the homeotropic case and the period was different. For instance, $\tau_0 = 20$ corresponds to an ideal period of $p = 2\pi/\tau_0 \approx 0.314$, but the measured period from the simulation was $p = 0.35$ ($p = 0.41$) for the homeotropic (planar degenerate) case. We also note that in the planar degenerate case, with $\tau_0 = 5$, we approximately see a circular region of tangential directors surrounding a center where the director becomes normal to $e_3$. This is because the anchoring constants, which are set to $w_1 = w_2 = (1/\omega) = 10$, outweigh the twist.

Simulation times varied, ranging from 0 to 8 minutes for the homeotropic case, and
0 to 7 minutes for the planar degenerate case. There seemed to be no pattern with regard to which anchoring case led to longer simulation times.

For the larger slab, Table A.2 lists the (non-dimensional) energies of the initial condition for each $\tau_0$ compared to the energies of the equilibrium state (a local minimizer), for both homeotropic and planar degenerate anchoring. Figure B.2 illustrates the final equilibrium solutions with homeotropic and planar degenerate anchoring, which shows very similar solutions as for the small slab. Again, the diagonal alignment was more pronounced for the homeotropic case. For example, for $\tau_0 = 20$, the homeotropic case yielded a period $p$ of $p = 0.35$, while the planar degenerate case yielded $p = 0.38$. One major difference from the first set of simulations was that when $\tau_0 = 5$, the solution for the homeotropic case consisted of the director pointing normal to the surface on the entire domain. Simulation times varied, ranging from 0 to 41 hours for the homeotropic case, and 0 to 16 hours for the planar degenerate case. Times were generally shorter for the planar degenerate case.

5.4. Shell Configuration

5.4.1. Details

The domain $\Omega$ is a spherical annulus (shell), where two choices were used. For the first shell, we set $\Omega = \Omega_{\text{shell},0} := B(0,1) \setminus B(0,0.9)$, where $B(0, r)$ is an open ball of radius $r$. For the finite element discretization $\Omega_h$, we set the mesh size to be $h = 0.02$. For the initial condition, when $\tau_0 > 0$, we let $w = w(x_1, x_2, x_3)$ be given by

$$w = (\cos(\tau_0 x_3), \sin(\tau_0 x_3), 0).$$

(5.7)

Then, similarly to the initial conditions for the slabs, we set $n = w/|w|$ and

$$Q_0 = s_0 (n \otimes n - I/3).$$

(5.8)
For $\tau_0 = 0$, we let $\mathbf{n} = \mathbf{x}/|\mathbf{x}|$, and set $Q_0$ as in (5.8).

The far left column of Figures B.3 and B.4 depicts the initial condition, where the color corresponds to $|\mathbf{n} \cdot \mathbf{r}|$ with $\mathbf{r} = \mathbf{x}/|\mathbf{x}|$, i.e. the radial unit vector (see Section 5.2). The stripes in the initial condition form a spiral on the spherical boundary running top to bottom, with spacing inversely proportional to $\tau_0$. Moreover, Figures B.3 and B.4 show the final equilibrium state of $Q$, corresponding to a local minimizer, for both homeotropic and planar degenerate anchoring for a range of twist values $\tau_0$.

For the second shell, we set $\Omega = \Omega_{\text{shell},1} := B(0, 1) \setminus \overline{B}(\mathbf{p}, 0.9)$, where $\mathbf{p} = (0, 0, 0.05)^t$, i.e. an off-centered annulus. Our mesh size was again set to $h = 0.02$. We used the same initial condition here as in (5.8). Figures B.5 and B.6 show the initial condition, as well as the final equilibrium state, for a range of twist values.

We also performed another set of numerical experiments for the first shell, $\Omega = \Omega_{\text{shell},0}$, but with the initial condition set to $Q_0$ in (5.6). Figures B.7 and B.8 show the initial condition, as well as the final equilibrium state, for a range of twist values. We omitted the case of $\tau_0 = 0$, since the results were not appreciably different from the previous experiments.

5.4.2. Results

We begin with the centered shell $\Omega_{\text{shell},0}$ and initial condition (5.8). Table A.3 lists the (non-dimensional) energies of the initial condition for each $\tau_0$ compared to the energies of the equilibrium state (a local minimizer), for both homeotropic and planar degenerate anchoring.

Figures B.3 and B.4 (middle column) depict the final equilibrium solutions with
homeotropic anchoring, where the spiral stripe pattern has a slight undulation. Moreover, the spirals meet as two “fingers” at the poles of the shell. The slice views show that the spiral pattern persists through the shell’s thickness. For $\tau_0 = 5$, instead of a stripe pattern, the director $\mathbf{n}$ is radial pointing outward from the origin, because the anchoring strength outweighs the twist effect.

For the planar degenerate anchoring case (Figures B.3 and B.4 (right column)), similar striped patterns are present in the equilibrium solutions for each twist value. We note that the transition between stripes is slightly different from the homeotropic case (as for the slab). For $\tau_0 = 5$, the director field is mainly tangential, except for two “poles” where the director becomes normal to the surface of the shell. Again, this is because the anchoring constants outweigh the twist.

Each simulation time ranged from 0 to 26 hours for the homeotropic case, and 0 to 11 hours for the planar degenerate case (with an exception for $\tau_0 = 10$ which took nearly 20 hours). In general, higher twist correlates with longer simulation times, and the planar degenerate case took longer than the homeotropic case.

Next, we consider the off-centered shell $\Omega_{\text{shell,1}}$ and initial condition (5.8). Table A.4 lists the (non-dimensional) energies of the initial condition for each $\tau_0$ compared to the energies of the equilibrium state (a local minimizer), for both homeotropic and planar degenerate anchoring.

Figures B.5 and B.6 depict the final equilibrium solutions for both homeotropic and planar degenerate anchoring, which show similar stripe patterns as for the previous centered shell. But there are some differences. For $\tau_0 = 5$ with planar degenerate anchoring, the two “poles” where the director becomes normal to the surface are shifted down toward
the thicker part of the shell. For $\tau_0 = 10$ and homeotropic anchoring, the stripe pattern is absent at the top (thinnest) part of the shell; for planar degenerate, the spiral pattern is only present on the lower (thicker) half of the shell. For higher twists, the spiral patterns are similar to the previous (centered) shell. This is due to the interplay of the anchoring strength and the twist. Basically, there is not enough “room” in the thinnest part of the shell to develop a twist of the director field if $\tau_0$ is not sufficiently large. Each simulation time ranged from 0 to 24 hours for the homeotropic case, and 2 to 80 hours for the planar degenerate case. In general, higher twist correlates with longer simulation times, and the planar degenerate case took longer than the homeotropic case. For example, with $\tau_0 = 0$, it took around 30 minutes for the homeotropic case, and 32 hours for the planar degenerate case.

We now reconsider the centered shell $\Omega_{\text{shell},0}$ but with the initial condition (5.6). Table A.5 lists the (non-dimensional) energies of the initial condition for each $\tau_0$ compared to the energies of the equilibrium state (a local minimizer), for both homeotropic and planar degenerate anchoring.

Figures B.7 and B.8 depict the final equilibrium solutions for both homeotropic and planar degenerate anchoring, which show similar stripe patterns as before. However, the stripe patterns break away from being a spiral in some cases. For instance, with homeotropic anchoring and $\tau_0 = 15, 20$, we see multiple triple junctions of the blue region. In addition, we see similar triple junctions for the planar degenerate anchoring with $\tau_0 = 15$. The $\tau_0 = 10$ case (planar degenerate) exhibits a somewhat bizarre hexagonal pattern with a slightly lower energy than the minimizer in Figures B.3 and B.4 ($\mathcal{E} = -66.795$ vs. $\mathcal{E} = -62.482$). Despite redoing this case with a finer mesh size of $h = 0.015$, the
pattern persisted (with a final energy of $\mathcal{E} = -68.244$), suggesting that this may represent a true minimizer. The other cases exhibited a similar spiral pattern as before. Each simulation took from 1 to 33 hours for the homeotropic case, and 4 to 14 hours for the planar degenerate case, with the latter case generally taking a shorter time than the former.

5.5. Comments on computing minimizers

We demonstrate the ramifications of Theorem 13, which has a mesh size restriction, on the form of discrete minimizers. Because of the non-convex terms in the energy, i.e. the double well and cholesteric term, the choice of mesh size affects more than just the resolution of the features of the minimizer $Q$. Indeed, too coarse a mesh can yield discrete minimizers that contain numerical artifacts, i.e. the “minimizer” may be very far from a true minimizer of the continuous problem. Figure B.9 show two simulations, one for the slab and one for shell, that illustrate how these numerical artifacts may manifest. In other words, when the mesh size is too large, the energy landscape of the discrete energy functional may contain artificial minima, so the gradient flow finds a different minimizer with a very different structure.

We also consider another type of perturbation of the initial condition in Figure B.10. Here, a centered shell, with homeotropic anchoring, is considered with $\tau_0 = 15$, but the initial condition corresponds to $\tau_0 = 25$, i.e. more tightly packed stripes. Because of this mismatch of the initial condition, the simulation took approximately 1 week to “unwind” the extra twist in the initial condition to arrive at a minimizer with $\tau_0 = 15$. Moreover, the gradient flow obtained a different minimizer ($\mathcal{E} = -151.78$) with a stripe pattern that contained two triple junctions, as opposed to Figure B.3 ($\mathcal{E} = -151.98$) which
had no triple junctions.

5.6. Other Cholesteric Model

We attempted to reproduce a result produced by Lavrentovich and Tran in [60, Fig. 6], which models a cholesteric shell with outer radius 0.42 µm and inner radius 0.24 µm. From this, we choose the characteristic length \( \xi = 0.42 \mu m \).

The dimensional parameters used are for the 5CB liquid crystal, which can be found in [78]. The double well constants are \( a_2 = 0.172 \times 10^6 \ J/m^3, a_3 = 2.12 \times 10^6 \ J/m^3, \) and \( a_4 = 1.73 \times 10^6 \ J/m^3 \). Following Section 2.3, we then calculate \( c_0 = 0.038362224 \times 10^6 \ J/m^3 \), and divide the double well coefficients by \( c_0 \) to obtain the non-dimensional double well:

\[
\begin{align*}
    a_0 &= 1.0, \\
    a_2 &= 4.4835774, \\
    a_3 &= 55.262698, \\
    a_4 &= 45.096447,
\end{align*}
\]

which gives \( s_0 = 0.7992969 \).

For the elastic coefficients (for 5CB in [78]), we have \( \ell_1 = \ell_2 = 4 \times 10^{-11} \ J/m, \ell_24 = 0 \). Since \( \ell_24 = 0 \), this corresponds, via the mapping of the constants in Section 2.4, to \( \ell_1 = \ell_2 = 4 \times 10^{-11} \ J/m, \ell_3 = -4 \times 10^{-11} \ J/m \). From here, we choose \( \ell_m = 4 \times 10^{-11} \ J/m \) and divide by \( \ell_m \) to obtain \( \ell_1 = \ell_2 = 1, \ell_3 = -1 \). Note that the inequalities in (3.3) are not strictly satisfied in this case. We also have a cholesteric pitch of \( p = 0.18 \mu m \), and so the non-dimensional twist is \( \tau_0 = 14.660766 \). The anchoring condition is planar degenerate with \( w_0 = 0, w_1 = 4 \times 10^{-4} \ J/m^2, w_2 = 8 \times 10^{-4} \ J/m^2 \). Multiplying the first two by \( \xi/\ell_m \), we obtain \( w_0 = 0, w_1 = 4.2 \). Finally, using the formulas \( \eta = \sqrt{\ell_m/(c_0\xi^2)} \) and \( \omega = \ell_m/(w_2\xi) \), we have that \( \eta = 0.07688273 \) and \( \omega = 0.11904762 \).

We ran simulations for the above parameters using the following three models: A,
B-1, B-2. Model A is given in (2.7) (see [68, 70, 78]), and model B-1 is the cholesteric model in [88] and discussed in Section 2.4. Since $s_0$ is inconsistent with their effective double well $\tilde{\psi}$ (see Section 2.4.2 and the discussion about the extra $\text{tr}(Q^2)$ term), we ran the simulation for a model B-2, which is identical to B-1, except that we replace $s_0$ with the correct global minimum $\tilde{s}_0$ for $\tilde{\psi}$.

The energy results of these simulations are found in Table A.6, and the results of the simulation using model A are found in Figure B.11, which does not exactly match the result in [60, Fig. 6]. Their method uses a conjugate gradient method which is different from our minimization scheme, i.e. their method travels along a different path in the energy landscape so finds a different local minimizer.

We do not give the visualization of the other two models (B-1, B-2), because they look nearly identical to Model A. We suspect this is due to the cholesteric twist having a dominant effect. It should be noted, however, that models A and B-1, B-2 differ greatly in their final energies, as well as in the values of the maximum eigenvalue $\bar{\lambda}$ of $Q$, the latter of which is shown in Figure B.12. We emphasize that, due to the energetic differences, if other physics were to be coupled to the liquid crystal (e.g. electro-static effects), then the models would most likely give vastly different equilibrium states. In addition, if the twist parameter is sufficiently large, then the effective bulk potential (recall Section 2.4 (2.4.2)) will favor an isotropic state, which is not consistent with cholesteric LC behavior [88, 60, 81].

It took approximately 2 hours to simulate model A, while it took about 40 minutes to simulate models B-1 and B-2. The mesh size used was 0.04285714.
Chapter 6. Conclusions

The first part of this thesis gives an overview of the Landau-de Gennes (LdG) model [68, 70, 78] for nematic LCs, with cholesteric effects, and connects it to a slightly different cholesteric model in [88]. We then presented a gradient flow and numerical scheme for the cholesteric LdG model. An adaptive time-stepping strategy was used to reduce the computation time. We also derived time-step restrictions to have an energy decreasing algorithm, restrictions which indicate that the classic convex splitting approach is not uniformly stable in the presence of the cholesteric twist. Moreover, we showed that a mesh size restriction is necessary to ensure that discrete minimizers are approximate versions of isolated, true minimizers.

Using our gradient flow, we computed (local) minimizers with an adaptive time-stepping strategy to reduce the computation time. This produced several numerical simulations that illustrate the rich behavior of the cholesteric LdG model. For both slab and shell geometries, the minimizer has regular stripe patterns that are affected by the domain shape. Specifically, the off-centered shell has a very different minimizer than the centered shell for intermediate values of the twist $\tau_0$. We also demonstrate that our gradient flow scheme can compute different (local) minimizers for the same set of parameters but depending on the initial condition. Some of the simulations show perturbed stripe patterns that exhibit “triple junctions” of the stripe and are due to using initial conditions with a high spatial frequency. All of these (equilibrium) stripe patterns are in line with known experiments for cholesteric LCs (for instance, see [34, 36] for examples with thin slab geometries, and [88, 60, 59, 81] for shell geometries).

We also gave examples of how artificial solutions may arise if the mesh size is not
small enough, i.e. the computed minimizer may exhibit discrete artifacts. Furthermore, we showed that the two cholesteric models exhibit very different energies, though the computed solution may still have a very similar configuration of the director $\mathbf{n}$.

The results of this thesis should help inform LC computational scientists about potential pitfalls in the simulation of the cholesteric LdG model and lead to more robust numerical predictions of cholesteric LC physics.
## Appendix A. Tables

### Table A.1. Energies for the small slab $(1 \times 1 \times 0.2)$ in Figure B.1 (Sec. 5.3.2).

<table>
<thead>
<tr>
<th>$r_0$</th>
<th>Homeotropic anchoring</th>
<th>Planar degenerate anchoring</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial energy</td>
<td>Final energy</td>
</tr>
<tr>
<td>0</td>
<td>9.80015487</td>
<td>8.21500396</td>
</tr>
<tr>
<td>5</td>
<td>2.19357782</td>
<td>-0.91492417</td>
</tr>
<tr>
<td>10</td>
<td>-4.33873728</td>
<td>-10.98108043</td>
</tr>
<tr>
<td>15</td>
<td>-15.42302005</td>
<td>-31.95613716</td>
</tr>
<tr>
<td>20</td>
<td>-28.16438688</td>
<td>-65.69156577</td>
</tr>
</tbody>
</table>

### Table A.2. Energies for the large slab $(2 \times 2 \times 0.2)$ in Figure B.2 (Sec. 5.3.2).

<table>
<thead>
<tr>
<th>$r_0$</th>
<th>Homeotropic anchoring</th>
<th>Planar degenerate anchoring</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial energy</td>
<td>Final energy</td>
</tr>
<tr>
<td>0</td>
<td>39.20061947</td>
<td>32.86058337</td>
</tr>
<tr>
<td>5</td>
<td>49.25887441</td>
<td>-2.64666269</td>
</tr>
<tr>
<td>10</td>
<td>70.41495358</td>
<td>-41.83731193</td>
</tr>
<tr>
<td>15</td>
<td>104.88188461</td>
<td>-122.7420167</td>
</tr>
<tr>
<td>20</td>
<td>151.32789951</td>
<td>-254.83515683</td>
</tr>
</tbody>
</table>

### Table A.3. Energies for the centered shell $(\Omega_{\text{shell},0})$ in Figures B.3 and B.4 (Sec. 5.4.2).

<table>
<thead>
<tr>
<th>$r_0$</th>
<th>Homeotropic anchoring</th>
<th>Planar degenerate anchoring</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial energy</td>
<td>Final energy</td>
</tr>
<tr>
<td>0</td>
<td>1.23566209</td>
<td>1.23349847</td>
</tr>
<tr>
<td>5</td>
<td>60.49129983</td>
<td>1.23349741</td>
</tr>
<tr>
<td>15</td>
<td>-36.59992963</td>
<td>-151.97707415</td>
</tr>
<tr>
<td>20</td>
<td>-103.25794942</td>
<td>-348.22427414</td>
</tr>
<tr>
<td>25</td>
<td>-166.11557298</td>
<td>-639.23581796</td>
</tr>
</tbody>
</table>
Table A.4. Energies for the off-centered shell ($\Omega_{\text{shell},1}$) in Figures B.5 and B.6 (Sec. 5.4.2).

<table>
<thead>
<tr>
<th>$\tau_0$</th>
<th>Homeotropic anchoring</th>
<th>Planar degenerate anchoring</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial energy</td>
<td>Final energy</td>
</tr>
<tr>
<td>0</td>
<td>1.34958562</td>
<td>1.26765658</td>
</tr>
<tr>
<td>05</td>
<td>60.4884546</td>
<td>1.24104888</td>
</tr>
<tr>
<td>10</td>
<td>21.30137144</td>
<td>-34.07603296</td>
</tr>
<tr>
<td>15</td>
<td>-36.81485612</td>
<td>-149.89711829</td>
</tr>
<tr>
<td>20</td>
<td>-103.91110362</td>
<td>-342.9675383</td>
</tr>
<tr>
<td>25</td>
<td>-167.63544101</td>
<td>-630.70950725</td>
</tr>
</tbody>
</table>

Table A.5. Energies for the centered shell ($\Omega_{\text{shell},0}$), with oscillatory initial condition, in Figures B.7 and B.8 (Sec. 5.4.2).

<table>
<thead>
<tr>
<th>$\tau_0$</th>
<th>Homeotropic anchoring</th>
<th>Planar degenerate anchoring</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial energy</td>
<td>Final energy</td>
</tr>
<tr>
<td>5</td>
<td>107.21684588</td>
<td>1.23349885</td>
</tr>
<tr>
<td>10</td>
<td>143.69128926</td>
<td>-33.21147874</td>
</tr>
<tr>
<td>15</td>
<td>198.33754579</td>
<td>-151.71328798</td>
</tr>
<tr>
<td>20</td>
<td>269.46171783</td>
<td>-348.4203652</td>
</tr>
<tr>
<td>25</td>
<td>352.2492802</td>
<td>-639.0239269</td>
</tr>
</tbody>
</table>

Table A.6. Energies for the model comparisons in Figures B.11 and B.12 (Sec. 5.6).
Appendix B. Simulation Figures

Figure B.1. Small aspect ratio slab: $1 \times 1 \times 0.2$ (Sec. 5.3.2). Color is proportional to $|\mathbf{n} \cdot \mathbf{e}_3|$. Initial condition column shows top view (viewing the $xy$ plane) of slab. Homeotropic anchoring columns show the top view and a vertical slice (viewing the $xz$ plane) through the middle of the slab. Planar degenerate anchoring columns have the same format.
Figure B.2. Large aspect ratio slab: $2 \times 2 \times 0.2$ (Sec. 5.3.2). Color is proportional to $|\mathbf{n} \cdot \mathbf{e}_3|$. Similar format to Figure B.1.
Figure B.3. Centered shell ($\Omega_{\text{shell,0}}$), front view (viewing the $yz$ plane) (Sec. 5.4.2). Color is proportional to $|n \cdot r|$ with $r = x/|x|$. Homeotropic anchoring columns show the outer boundary and a vertical slice through the shell. Planar degenerate anchoring columns have the same format.
Figure B.4. Centered shell ($\Omega_{\text{shell,0}}$), top view (viewing the $xy$ plane) (Sec. 5.4.2). Similar format to Figure B.3; the slices are parallel to the view plane.
Figure B.5. Off-centered shell ($\Omega_{\text{shell},1}$), front view (Sec. 5.4.2). Similar format to Figure B.3.
Figure B.6. Off-centered shell ($\Omega_{\text{shell},1}$), top view (Sec. 5.4.2). Similar format to Figure B.4.
Figure B.7. Centered shell ($\Omega_{\text{shell},0}$) with oscillatory initial condition, front view (viewing the $yz$ plane) (Sec. 5.4.2). Similar format to Figure B.3.
Figure B.8. Centered shell ($\Omega_{\text{shell},0}$) with oscillatory initial condition, top view (viewing the $xy$ plane) (Sec. 5.4.2). Similar format to Figure B.4. The choice of the initial condition caused the local minimizer to have a different orientation relative to the previous plots.
Figure B.9. Equilibrium states when the mesh size is not small enough (Sec. 5.5). Example (a) shows an energy minimizer, with $\mathcal{E} = -213.62$, for the large slab with the oscillatory initial condition and $\tau_0 = 20$, but with a mesh size of 0.05 (cf. Figure B.2 (homeotropic), with $\mathcal{E} = -254.84$, that used a mesh size of 0.02). Clearly, the period of the stripes in Figure B.2 is much smaller than in (a) (to be exact, the period here is around 0.576). Example (b) shows a minimizer, with $\mathcal{E} = -757.69$, for the centered shell with the periodic initial condition and $\tau_0 = 25$, but with a mesh size of 0.05 and a shell thickness of 0.2 (cf. Figure B.3 (homeotropic), with $\mathcal{E} = -639.24$, that used a mesh size of 0.02 and a thickness of 0.1). Even though all other parameters were the same, the gradient flow finds a different minimizer with a very different structure.
Figure B.10. Different equilibrium states with mismatched initial condition (Sec. 5.5). We consider a centered shell with homeotropic anchoring and a twist of $\tau_0 = 15$ (recall Figure B.3 (homeotropic)). However, we use a periodic initial condition consistent with $\tau_0 = 25$ (see far left col. in Figure B.3), i.e. more stripes than the minimizer should have. The computed minimizer has energy $E = -151.78$, compared to $E = -151.98$ in Figure B.3 (homeotropic), and contains two triple junctions not present in the previous simulation.
Figure B.11. Results from the simulation of Model A (Sec. 5.6). Both a front view (viewing the $yz$ plane) and a top view (viewing the $xy$ plane) are shown, with a view of the initial condition and final state (both outside view and slice are shown). Models B-1 and B-2 had visually indistinguishable patterns.
Figure B.12. Results from the simulation of Models A, B-1, B-2 (Sec. 5.6), except viewing the largest eigenvalue $\bar{\lambda} = \max \{\lambda_i\}_{i=1}^{3}$ of the energy minimizing $Q$. We have Model A (our formulation), Model B-1, (their formulation with their inconsistent $s_0$), and Model B-2 (their formulation with a consistent $s_0$).
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