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Abstract

Mobile applications (apps) constantly demand access to sensitive user information

in exchange for more personalized services. These—mostly unjustified—data collection

tactics have raised major privacy concerns among mobile app users. Existing research on

mobile app privacy aims to identify these concerns, expose apps with malicious data col-

lection practices, assess the quality of apps’ privacy policies, and propose automated so-

lutions for privacy leak detection and prevention. However, existing solutions are generic,

frequently missing the contextual characteristics of different application domains. To ad-

dress these limitations, in this dissertation, we study privacy in the app store at a domain

level. Our objective is to propose automated solutions that are tailored to the specific

data collection practices of each operational domain.

The analysis in this dissertation can be divided into three main phases. In the first

phase, we propose an automated solution to classify apps in the mobile app market into

more coherent categories of functionally-related apps. In the second phase, we propose

an effective approach for summarizing users’ privacy concerns in mobile app reviews. Our

objective is to help app developers identify and understand the most critical privacy chal-

lenges in their specific domain of operation. In the third phase, we conduct a qualitative

analysis of mobile apps’ privacy nutrition labels. Our objectives are to explore the infor-

mation value of such labels, quantify the discrepancies between apps’ privacy policies and

their data collection labels, and identify privacy outlier apps in each domain. Based on

our analysis, we suggest several design strategies to help app stores preserve the credibility

and utility of their privacy label systems.
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Chapter 1. Introduction

Privacy can be hard to define. The word itself is derived from the Latin Privatus,

which means “withdraw from public life.” However, the majority of modern definitions can

be traced back to Brandeis and Warren [1] who defined privacy in 1890 as “the right to

be let alone.” This definition provided a basis for ensuring the legal protection of privacy

as a fundamental human right. Since then, this definition has been revisited numerous

times to count for the plethora of political, social, and technological advances in society.

For instance, in 1968, Westin [2] described privacy as “the right to select what personal

information about me is known to what people.” This definition emphasized privacy as a

control over personal information. To further meet the growing dimensions of the concept,

in 2002, Solove [3] proposed another conceptualizing of privacy, including conceptions of

limited access to the self, secrecy, control over personal information, personhood, individu-

ality, dignity, autonomy, antitotalitarianism, and intimacy.

The proliferation of mobile devices over the past decade along with their unique

operational characteristics have imposed new challenges on end-users privacy. In general,

mobile apps are designed with a set of user goals. A goal can be described as any desirable

objective that the system under consideration should achieve [4]. However, driven by the

fierce market competition, app developers often deviate from their original goals [5]. These

deviations typically come in the form of extreme privacy-invading tactics, such as constant

location-tracking [6], unsolicited data collection [5, 7], or any form of features that are en-

gineered to lure users to trade their privacy for more personalized services [8, 9].

Parts of this chapter were previously published as Ebrahimi, Fahimeh, Miroslav Tushev, and Anas Mah-
moud. “Mobile app privacy in software engineering research: A systematic mapping study.” Information
and Software Technology (2021).
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These intrusive, and sometimes borderline unethical, practices have led to the

emergence of new and more significant privacy concerns among mobile app users. Such

concerns often revolve around the types of information apps are asking for, who should

or should not have access to this information, and how to prevent misuse of this access.

In fact, these new challenges have prompted researchers to broaden existing definitions

to include, in addition to personal information, device-specific information that can be

used as identifiers, including installed apps, connected WIFI, operating system’s build

information, and carrier [9].

1.1. Background and Literature Review

The research on mobile app privacy has witnessed a rapid growth over the past

decade. In general, studies in this domain cover a broad range of topics, tackling privacy

from a user, developer, and system perspectives. In our recent systematic review, we cate-

gorized existing evidence on mobile app privacy in the software engineering literature into

four different categories [10]. These categories can be described as follows:

� Privacy policy: Mobile apps’ privacy policies act as legally-binding contracts be-

tween app developers and users. App developers disclose in their policies how user

information is being collected, used, shared, and protected by the app [7, 11]. Pri-

vacy policy research aims to detect policy violations by mapping the privacy claims

in the app’s privacy policy to the information flow in the app’s code. Static code

analysis tools, such as FlowDroid [12], are commonly used to detect possible data

leaks in mobile apps. Recent studies in this domain have revealed that a large per-

centage of apps are either non-compliant with their stated privacy claims, do not

2



maintain a privacy policy, or provide a policy that is either ambiguous or incompre-

hensible to the average users [13, 7, 14].

� Privacy in user feedback: App stores provide a mechanism for app users to ex-

press their opinions about apps in the form of textual reviews and meta-data (e.g.,

star ratings). Recent research has revealed that privacy concerns, while not as com-

mon as other functional issues (e.g., bug reports and maintenance requests) are

widespread among almost all categories of mobile apps, and are often accompanied

with lower app ratings [15, 16]. These concerns are also often expressed using more

varied language than other technical issues [15].

� Privacy requirements analysis: This category of research is focused on extract-

ing, specifying, and enforcing privacy requirements of mobile apps [17, 18, 19, 20].

In particular, researchers in this domain frequently propose and evaluate frame-

works, tools, heuristics, rules, and templates to enable structured analysis of the

various privacy and security problems experienced by mobile app users and trans-

late these problems into actionable software requirements [21, 22].

� Privacy leak analysis: Research under this category is focused on introducing

effective methods for privacy leak detection and prevention. These methods of-

ten take the form of working tools that employ static, dynamic, or mixed models

of code analysis to identify apps with malicious data collection behavior and de-

tect components of mobile apps (e.g., code, API calls, GUI components) that might

lead to information leakage [23, 24, 25, 26].
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1.2. Contribution and Outline

The main thrust of this dissertation is the recognition that privacy in the mobile

app market is a domain-specific problem. Each operational domain has its own privacy

paradox; what is considered a normal privacy practice in one domain, may be considered

an invasive, or even malicious practice, in another domain. Therefore, generic one-size-fits-

all solutions, while can help to understand the grand challenges of privacy, often fail to

address the unique contextual characteristics of each application domain. To address these

limitations, this dissertation makes the following contributions:

� In Chapter 2, we propose an automated approach for classifying mobile apps into

more focused groups of functionally-related application domains. Modern applica-

tion stores enable developers to classify their apps by choosing from a set of generic

categories, or genres, such as health, games, and music. These categories are typ-

ically static—new categories do not necessarily emerge over time to reflect inno-

vations in the mobile software landscape. With thousands of apps classified under

each category, locating apps that match a specific consumer interest or share the

same core functionalities can be a challenging task. To overcome these limitations,

we employ word embeddings to generate numeric semantic representations of app

descriptions. These representations are then classified to generate more cohesive

categories of apps. Such fine-grained categorization is intended to automatically

and accurately identify the functional boundaries of app collections, thus enable an

in-depth understanding of the operational characteristics of different application

domains.
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� In Chapter 3, we propose a domain-specific approach for summarizing user pri-

vacy concerns in mobile app reviews. Our analysis is conducted using a dataset of

2.6 million app reviews sampled from three different application domains. The re-

sults show that users in different application domains express their privacy concerns

using domain-specific vocabulary. This vocabulary is then leveraged to help unsu-

pervised automated text summarization algorithms to generate concise and com-

prehensive summaries of privacy concerns in app review collections. Our analysis

is intended to help app developers quickly and accurately identify the most criti-

cal privacy concerns in their domain of operation, and ultimately, alter their data

collection practices to address these concerns.

� In Chapter 4, we qualitatively analyze privacy labels of mobile across multiple

application domains. App stores have recently rolled out privacy labels as a sim-

plified and more structured view of the data types that apps may collect and link

to their users’ identity. Our analysis aims to study the privacy practices of mobile

apps across and within different application domains through their privacy labels.

Our objectives are to explore the information value of such labels, quantify the dis-

crepancies between apps’ privacy policies and their data collection labels, and iden-

tify privacy outlier apps in each domain. Based on our analysis, we suggest several

design strategies to help app stores preserve the credibility and utility of their label

systems. Our suggestions take the form of visual nudges that are designed to steer

app users towards apps that preserve their privacy, and at the same time, prompt

app developers to keep their data collection practices in-check.
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Chapter 2. Mobile App Classification

Modern application stores enable developers to classify their apps by choosing from

a set of generic categories, or genres, such as health, games, and music. These categories

are typically static—new categories do not necessarily emerge over time to reflect inno-

vations in the mobile software landscape. With thousands of apps classified under each

category, locating apps that match a specific consumer interest can be a challenging task.

To overcome this challenge, in this chapter, we propose an automated approach for classi-

fying mobile apps into more focused categories of functionally-related application domains.

Our aim is to enhance apps visibility and discoverability. Specifically, we employ word em-

beddings to generate numeric semantic representations of app descriptions. These repre-

sentations are then classified to generate more cohesive categories of apps. Our empiri-

cal investigation is conducted using a dataset of 600 apps, sampled from the Education,

Health&Fitness, and Medical categories of the Apple App Store. The results show that,

our classification algorithms achieve their best performance when app descriptions are vec-

torized using GloVe, a count-based word embedding. Our findings are further validated

using a dataset of Sharing Economy apps and the results are evaluated by 12 human sub-

jects. The results show that GloVe combined with Support Vector Machines can produce

app classifications that are aligned to a large extent with human-generated classifications.

2.1. Introduction

Over the past decade, mobile application (app) stores, such as Google Play and

the Apple App Store, have expanded in size to host millions of apps, offering app users

This chapter was previously published as Ebrahimi, Fahimeh, Miroslav Tushev, and Anas Mahmoud.
“Classifying mobile applications using word embeddings.” ACM Transactions on Software Engineering and
Methodology (TOSEM) 31.2 (2021): 1-30.
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virtually unlimited options to choose from. These apps are typically classified under sev-

eral categories (e.g., Gaming) and subcategories (e.g., Sport, Board, and Card) that are

intended to help consumers discover apps more effectively. For instance, the Apple App

Store, which currently hosts close to 1.8 million apps, classifies apps under 23 distinct cat-

egories, while Google Play, which currently hosts close to 2.87 million apps, offers 35 dis-

tinct categories of apps.

With thousands of apps classified under each category, locating apps that match a

specific consumer interest can be a challenging task [27]. Furthermore, categorizing apps

under broad categories of loosely related functionalities can severely impact their discov-

erability, thus their download rates and chances of survival. These challenges have en-

couraged experts, across a broad range of application domains, to propose more accessi-

ble classification schemes of apps in their fields [28, 29, 30]. For instance, apps under the

Health&Fitness category are often classified by healthcare professionals into more spe-

cific categories (e.g., health interventions, consulting, and patient management, etc.) to

increase their visibility to doctors and patients [29, 30]. However, these classifications are

often static, relying on a manual synthesis of app descriptions or their usage scenarios.

Therefore, they can hardly adapt to the rapid pace of innovation in the app market or the

large number of new apps approved daily by popular app stores.

Automated approaches that are proposed to solve this problem often employ stan-

dard classification techniques to categorize apps based on their publicly available app store

descriptions [31, 32, 33, 34]. Other information, such as download rates of apps, their us-

age scenarios, ratings, and source code have also been used to generate more accurate clas-

sification models [35, 36]. However, these techniques are often limited by the restricted

7



syntactic nature of app descriptions (e.g., text sparsity and vocabulary mismatch) [37], the

complexity associated with collecting certain types of app information (e.g., source code

and usage scenarios), and the general lack of expert-generated ground-truths to assess the

performance of generated models.

To overcome these limitations, in this chapter, we propose an automated approach

for classifying mobile apps using word embeddings. Word embeddings produce semantic

vector representations of words in a text collection [38]. Such numeric representations can

be used to estimate the semantic similarity between words in apps descriptions, thus, help

to overcome the syntactic limitations of these descriptions [39]. Our empirical analysis is

conducted using a dataset of 600 apps, sampled from the Education, Health&Fitness, and

Medical app categories of the Apple App Store. Existing expert-generated classifications

of apps are then used to assess the accuracy of our classifiers and compare their perfor-

mance to several existing classification and text modeling methods [28, 29]. Our approach

is then validated using a dataset of Sharing Economy apps, sampled from a broad range

of application domains, such as ride-sharing (e.g. Uber and Lyft), lodging (e.g., Airbnb

and Couchsurfing), and freelancing (e.g., TaskRabbit and UpWork). We further conduct a

study with 12 participants (judges) to assess the quality of our generated classifications.

The remainder of this chapter is organized as follows. Section 2.2 reviews related

work and motivates our research. Section 2.3 introduces word embeddings. Section 2.4 de-

scribes our research oracle. Section 2.5 presents our experimental setup and analysis. Sec-

tion 2.6 describes our human study. Section 2.7 discusses our main findings. Section 2.8

describes the potential limitations of our study. Finally, Section 2.9 concludes the chapter

and presents our directions of future work.
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2.2. Related Work and Motivation

In this section, we review existing work related to mobile app classification, discuss

its limitations, and motivate our approach.

2.2.1. Related work

Motivated by the vast growth of mobile app stores, the research on mobile apps

classification has gained considerable momentum over the past decade. For instance, Zhu

et al. [40, 35] proposed an automated approach for classifying mobile apps in the Nokia

Store. The proposed approach leveraged knowledge available about the apps on search

engines (e.g., Google) and their contextual features (usage patterns), extracted from the

device logs of app users. These features were then combined using a Maximum Entropy

model for training a classifier. A dataset of 680 apps containing device logs of 443 users

was used to evaluate the proposed approach. The results showed that the proposed classi-

fier outperformed other approaches based on topic modeling and word vector analysis.

Berardi et al. [31] proposed a technique for classifying mobile apps into 50 cus-

tomer defined classes. The authors crawled Google Play and the Apple App Store to ex-

tract apps meta-data, including their descriptions, categories, names, ratings, and size. A

Support Vector Machines (SVMs) classifier was then trained based on the extracted fea-

tures. All the selected features were weighted by using the BM25 function [41]. Evaluating

the proposed approach over a dataset of 5,792 apps resulted in an 𝐹1 score of 89%.

Sanz et al. [36] proposed an approach for categorizing apps in the Android app

store. The objective was to organize the Android market and detect malicious apps.

The proposed approach utilized features extracted from the source code of apps, their
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requested permissions, and meta-data, including their ratings, size, and advertised per-

missions. Multiple classification algorithms were then used to classify a dataset of 820

apps sampled from 7 different categories of Google Play. The results showed that Bayesian

networks outperformed other algorithms with an Area Under the Curve (AUC) of 93%.

Lulu and Kuflik [32] used unsupervised machine learning to cluster apps based on

their functionalities. Specifically, app features were extracted from their app store descrip-

tions and then enriched by content from professional blogs. App features were then rep-

resented using Term Frequency - Inverse Document Frequency (TF.IDF) weighted vectors

of words. Synonymy relations were resolved using WordNet, a lexical database of semantic

relations between words. The authors then used hierarchical clustering to generate hierar-

chies of functionally-related apps. The effectiveness of the proposed approach was demon-

strated on a dataset of 120 apps sampled from Google Play.

Mokarizadeh et al. [33] employed Latent Dirichlet Allocation (LDA) to categorize

Android mobile apps. Specifically, LDA was used to model app descriptions (features) [42]

and K-means was then used to group similar apps together based on their topic mod-

els. The proposed approach was applied to two datasets of Android apps. The results re-

vealed that the default categorization in Google Play did not group apps with similar top-

ics together. Similar to this work, Vakulenko et al. [27] also used topic modeling to group

similar apps in the Apple App Store. The authors used LDA to identify recurrent topics

in app descriptions. Apps were then classified based on their topic models into 66 cate-

gories adapted from the categories and subcategories of the Apple App Store. The results

showed that extracted topics extended the original App Store categories and provided in-

depth insights into the content of different categories.
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Nayebi et al. [43] also leveraged LDA to extract topics from the descriptions of

mobile apps. The authors further considered the number of downloads, the number of

reviews, and the average ratings as app classification features. DBSCAN was then used

to cluster apps into different categories. The proposed technique was evaluated using a

dataset of 940 open source apps, sampled from F-Droid. The results showed that DB-

SCAN performed better in producing homogeneous clusters of apps when using the mar-

ket attributes of apps (e.g., ratings, downloads, and file size) rather than the topics ex-

tracted from their descriptions.

Al-Subaihin et al. [34] proposed a novel approach for app clustering based on their

textual features. App features were extracted from their app store descriptions using infor-

mation retrieval augmented with ontological analysis. Specifically, NLTK’s N-gram Collo-

cation Finder was used to extract lists of bi- or tri-grams of commonly collocating words,

or featurelets, such as <view, image> or <send, message>. Agglomerative Hierarchical

Clustering (AHC) was then used to cluster apps based on their extracted featurelets. The

similarity of feature words was estimated using WordNet. The proposed approach was

evaluated using 17,877 apps mined from the BlackBerry app store and Google Play. The

cohesiveness of generated clusters was then assessed by human judges. The results showed

that the proposed technique improved the categorizations available in modern app stores.

In a more recent work, Al-Subaihin et al. [44] conducted an empirical comparison of

text-based app clustering techniques, including topic modeling (LDA) and keyword feature

extraction methods [45]. The analysis was conducted using a dataset of 12,664 mobile app

descriptions extracted from Google Play. The results showed that, in terms of quantitative

cluster quality, LDA-based solutions performed the best.
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Gorla et al. [46] proposed CHABADA, a technique for identifying inconsistencies

between the advertised behavior of Android apps and their implemented behavior. The

authors leveraged LDA to extract topics from the descriptions of mobile apps. The ex-

tracted topics were fed into a K-means algorithm to form distinct clusters of apps. Within

each cluster, sensitive APIs governed by user permissions were identified. Outliers with re-

spect to API usage were detected using SVMs. These outliers were considered potentially

malicious activities. CHABADA was tested on a dataset of 22,500+ Android apps. The

prototype was able to detect several anomalies and flag 56% of novel malware.

2.2.2. Motivation

The problem of app classification will persist as long as the number of apps in app

stores continues to grow. The search engines of popular app stores used to provide ad-

equate accessibility to apps [47]. However, after the explosive growth in the mobile app

market in recent years as well as the constant changes in app store ranking policies, re-

lying on a general keyword search can no longer guarantee equal access to apps [48, 49].

This can have catastrophic impacts on the discoverability of apps, and thus, their surviv-

ability. Dynamic app classification engines can mitigate this problem by providing a basis

for building new independent app search frameworks that can help different user popu-

lations (e.g., health professionals, educators, and businessmen) to find apps that fit their

specific needs. This can be particularly important in domains such as Health&Fitness,

where recent evidence has shown that having access to the right app can help the quality

of health among the general public and help health professionals to communicate better

with their patients [50, 51].
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Rigorous classification techniques can also provide researchers, across a broad range

of disciplines (e.g., business, education, and gaming, etc.), with a framework to automat-

ically zoom-in into their specific domains of interest and get unique in-depth insights into

the evolution of apps in such domains in terms of features and user goals. Furthermore,

app developers can use such techniques early in the process to explore their ecosystem of

competition, or any apps that share their specific set of features. Understanding the do-

main of competition is crucial for app success and survival [52].

2.2.3. Limitations of Existing Solutions

Our review of related work has exposed several limitations affecting existing app

classification solutions. These limitations can be described as follows:

� Classification features: A plethora of classification features are used to classify

apps. These features are often extracted from the textual descriptions of apps [32,

33, 34, 44, 43], their available meta-data (e.g., ratings, price, etc.) [31, 36], their

source code [36], the APIs they use [46], and in some cases, their usage data [35].

In general, going beyond publicly available data can generate unnecessary complex-

ities. For instance, meta-data of apps provide little to no information about their

features, and their source code is not always available, and sometimes, obfuscated.

In addition, collecting app usage information can raise major privacy concerns, es-

pecially if such data is being collected at a large scale.

� Classification models: Existing research showed that, due to vocabulary mis-

match problems, relying solely on the syntactic attributes (words) of app descrip-
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tions, using techniques such as VSM, can generate suboptimal models [44]. There-

fore, semantically enabled techniques, such as topic modeling, are commonly used

to generate semantic representations of app descriptions. However, such techniques

suffer from high operational complexity. For instance, the topic modeling technique

LDA requires tuning multiple hyper-parameters in order to generate cohesive top-

ics. These parameters are determined based on heuristics or using the default val-

ues provided by tools such as Gensim [53]. Furthermore, such techniques often suf-

fer when dealing with smaller text snippets such as apps descriptions. Due to these

limitations, in most cases, the probabilistic distributions of generated topics are not

reflective of actual feature topics. Similar problems can be detected in clustering

techniques, such as AHC and DBSCAN, where the number of clusters has to be

optimized based on subjective measures of cohesiveness.

� Classification labels: In the majority of existing work, alternative ad-hoc catego-

rizations, or classification labels, are proposed by researchers to be used as ground-

truth to assess the performance of classification algorithms [34, 35]. However, such

labels are often subjective, and in many cases ignore aspects of apps that domain

experts, such as doctors, educators, and gamers, might find important for their tar-

get user population.

To overcome these limitations, in this chapter we propose a new approach for clas-

sifying mobile apps. Our approach uses word embeddings as an underlying technique to

generate semantic representations of app descriptions. For our classification categories, or

ground-truth, we utilize expert-generated classifications of apps. These classifications are
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independently produced by experts with the intention of making apps more accessible to

their target users in their domains of operation.

2.3. Word Embeddings

Word embeddings are a type of semantically-aware word representation that

allows words with similar meanings to have similar representations. This unique inter-

pretation of text builds upon the distributional hypothesis of Harris, which states that

semantically-related words should occur in similar contexts [54]. Formally, a word em-

bedding is a word vectorization technique which represents individual words in a corpus

using multi-dimensional vectors of numeric values that are derived from the intrinsic

statistical properties of the corpus. Words that have similar meanings should have similar

vectors (closer in the vector space). These dense representations proved to be effective for

calculating similarities between words using vector geometry, allowing basic computations

on these words (low-dimensional matrices) to yield meaningful results (e.g., India - Delhi

≈ France - Paris, both of these vector subtractions encode the concept of Capital) and

facilitating more effective automated solutions (e.g., deep learning) for challenging natural

language processing (NLP) problems, including document classification [55], sentiment

analysis [56], and text summarization [57]. Word2Vec [58], GloVe [38], and fastText [59]

are among the most commonly used models of word embeddings [60]. In what follows, we

describe these models in greater detail.

2.3.1. Word2Vec

Introduced by Mikolov et al. [58], Word2Vec is a two-layer neural network that uti-

lizes one of two models to produce word embeddings, a Continuous Bag-Of-Words model
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(CBOW) and a Skip-gram model. The CBOW model, depicted in Fig. 2.1-a, predicts a

word given its surrounding context, while the Skip-gram model, shown in Fig. 2.1-b, uses a

word’s information to predict its surrounding context. The context of a word 𝑤𝑖 is defined

by its neighbor words, composed of 𝑘 words to the left of 𝑤𝑖 and 𝑘 words to its right. 𝑘 is

a hyperparameter of the model, known as the window size. Word2Vec predicts the proba-

bility that the word 𝑤𝑖 is in the context of 𝑤𝑗 with the following softmax equation:

𝑝(𝑤𝑖|𝑤𝑗) =
𝑒𝑥𝑝(𝑉 ′

𝑤𝑖
𝑇𝑉𝑤𝑗)∑︀𝑉

𝑙=1 𝑒𝑥𝑝(𝑉 ′
𝑤𝑙

𝑇𝑉𝑤𝑗)
(2.1)

where 𝑉 ′
𝑤𝑖 is the output vector representation of the target word 𝑤𝑖, 𝑉𝑤𝑗 is the input vec-

tor representation of the word 𝑤𝑗, and 𝑉 is the vocabulary size. The 𝑒𝑥𝑝 and 𝑇 stand for

exponential and transpose, receptively. The most commonly used pre-trained Word2Vec

is learned on more than 100 billion words from the Google News dataset. This model in-

cludes 300-dimensional vectors of 3 million words and phrases.

2.3.2. Global Vectors (GloVe)

Introduced by Pennington et al. [38], GloVe uses the similarities between words

as an invariant to generate their vector representations, assuming that words that oc-

cur in similar contexts are more likely to have similar meanings. Similar to Word2Vec,

GloVe generates a numeric vector representation of words to preserve their contextual in-

formation. However, unlike the predictive-based model of Word2Vec, GloVe is a count-

based model. Specifically, GloVe initially constructs a high dimensional matrix of words

co-occurrence. Dimensionality reduction is then applied to the co-occurrence count ma-

trix of the corpus. In this matrix, each row shows how often a word co-occurs with other

words in a predefined context window in a large corpus. By applying a matrix factoriza-
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tion method on the count matrix, a lower dimension matrix is produced, where each row

is the vector representation of a word. The dimension reduction approach aims to min-

imize the “reconstruction loss”, thus yield the best lower-dimension matrix that can ex-

plain most of the variances in the original matrix and capture the statistics of the entire

corpus in its model.

The most commonly used pre-trained GloVe is trained over a six billion token cor-

pus. This corpus was constructed using a combination of Wikipedia 2014, which had 1.6

billion tokens, and Gigaword 5, which had 4.3 billion tokens. The context window size is

set to 10. The vocabulary dictionary of this dataset contains 400,000 most frequent words.

This pre-trained model represents word vectors in four dimensions: 50, 100, 200, and 300.

Several studies showed that GloVe outperformed Word2Vec and other dimensionality re-

duction baselines, such as Singular Value Decomposition, over many tasks, including esti-

mating word similarity and Named Entity Recognition [60].

2.3.3. fastText

fastText [59] is another word-embedding model that was developed by Facebook AI

in 2016. This model is based on Word2Vec Skip-Gram model. One of the main advantages

of fastText is the fact that it considers the internal structures of words to generate their

embeddings. In particular, unlike Word2Vec, which takes individual words as input, fast-

Text breaks words into character n-grams. The vector representation of a single word is

generated by averaging the vectors of its n-grams. For instance, the word vector of “diet”

is a sum of the numerical representations of the n-grams: “di”, “die”, “diet”, “ie”, “iet”,

and “et”. Using these n-grams, fastText can generate embeddings for words that do not
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Figure 2.1: The two architectures of Word2Vec [58].

exist in the original corpus. Multiple pre-trained models of fastText are available. In our

analysis, we used the Wiki-news vector representation model which generates one million

word vectors learned on Wikipedia 2017, UMBC corpus, and statmt.org. This model con-

tains 16 billion tokens, each represented as a numerical vector of dimension 300.

2.4. Data and Oracle

In the context of supervised data mining, the term oracle refers to “any mecha-

nism, manual or automated, for determining the ground truth associated with inputs to be

classified” [61]. In this section, we describe our research oracle, including our data collec-

tion process, expert-categorizations, and ground-truth generation.

2.4.1. App Data Collection

To collect our data, we developed a Python crawler to automatically scrape app

descriptions from the Apple App Store. The dataset used in our analysis was collected in

July of 2019. To extract app information, we crawled the web interface of iTunes. The

Apple App Store lists all apps classified under each category in alphabetical order. The

HTML pages associated with each letter were scraped to extract listed app’s URL and

iTunes ID. In total, 1,893,256 apps’ IDs were scraped. This process is shown in Fig. 2.2.
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.
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A&A Pool Heroes A-Frame 3D Lite A.B.C. Alma Mater

A&D Konyaaltı A-Frame Lite A.C.Commander
A&D Postgrad A-JIS Engage App A.E. de Alcanena
A&I A-Lerts A.I English
A&P Subscription A-level mathscard A.I. Robot
A&WMA A-level Sociology A.J. Bartlinski's Karate
. . .
. . .
. . .

Figure 2.2: Scraping individual app IDs from the HTML pages of each app category.

In the next step, we developed another Python crawler to extract apps’ meta-data,

including name, description, category, price, and rating average. For each of the scraped

app IDs, the crawler requested each app’s web page. The crawler then extracted each

app’s meta-data by parsing the HTML data of its web page. We used a language detec-

tion library to detect the app’s description language and exclude non-English apps. In to-

tal, the meta-data of 1,479,203 English apps were collected. Fig. 2.3 shows this process.

2.4.2. Expert Categorization

One of the main limitations of existing work on app classification is the lack of

an expert-verified oracle (e.g., alternative categorization) of the apps being classified. In

general, oracles in existing research are either generated by researchers [31, 34] or based

on the default categorizations of app stores [62, 36]. To overcome these limitations, in

our analysis, we used two existing expert-generated categorizations of apps in the Educa-

tion and Health categories. The first categorization was introduced by Cherner et al. [28].

In their work, Cherner et al. utilized qualitative research methods to classify Education

apps into several categories and subcategories based on their purpose, content, and value.

These categories can be described as follows:

19



https://apps.apple.com/us/app/id1341099778

For swimming pool service techs or anyone wanting 
to know more about A&A …

IDs
1341099778
1173788109
1484591008
1131435709
1070752858
908349439
1061194643
292118908

.

.

name

category

avg. rating
# of ratingsprice

description

1,479,203 
English apps

A&A Pool Heroes 

Education

5.0, 1 Rating

Free

Figure 2.3: Scraping app meta-data from each app’s HTML page.

� Skill-based: This category includes educational apps that use rote memorization

to help students build specific skills, such as literacy, numeracy, science, subject

area, reading, and test preparation. Examples of popular apps under this category

include, Vocabulary Builder, Khan Academy, and LearnEnglish Grammar.

� Content-based: Apps under this category provide access to educational data.

These apps are further divided into two groups: subject area and reference. Sub-

ject area apps contain static pre-programmed educational content. Reference apps,

on the other hand, allow users to explore a variety of topics. Examples of popular

apps under this category include, Wikipedia, Google Earth, and Dictionary.

� Function-based: Apps under this category help transforming the learned content

into usable formats. These apps are used for note-taking, presentation, organizing

graphics, following school news, and many other functional learning activities. Ex-

amples of popular apps under this category include, Edmodo, Inkflow, and Remind:

School Communication.
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� Games: The category of games includes any app that provides some sort of educa-

tional content in the form of a game. The Apple App Store labels these apps under

both Games and Education categories. Puzzles, trivia, and brain training games

are examples of such games. Examples of popular apps under this category include,

Toddler puzzle games for kids, MentalUP, and Math Ninja.

� Misfits: This category includes apps that do not fit in any of the above categories.

These apps are listed under more than one category of the Apple App Store and

often have limited educational merit. Examples of popular apps under this category

include, Charades, IQ Test: The Intelligence Quiz, and Cat sounds effects.

For our second oracle, we used the framework proposed by Yasini and Marc-

hand [29] to classify health-related apps. In their framework, the use-cases of apps were

extracted by a team of IT professionals and medical doctors. The authors then introduced

31 different use-cases which were then grouped into six major usage categories. These

categories can be described as follows:

� Consulting medical information references: This category includes apps that

provide guidelines, scientific popularization, health news, medical textbooks, and

access to medical databases. Examples of apps under this category include, Human

Anatomy Atlas, Headspace, and Tasty.

� Educational tools: This category includes apps that provide sample educational

questions, serious gaming, and access to clinical cases. Examples of popular apps

under this category include, TEAS Mastery, Curiscope, and Fig. 1 - Medical Cases.
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� Health related management: These apps are used for locating health ser-

vices, managing drug stocks, and interacting with health-related institutions

(e.g., scheduling an appointment, ordering a drug, or connecting to an insur-

ance account). Examples of popular apps under this category include, GoodRx,

FollowMyHealth, and myHP.

� Fulfilling a contextual need: This category includes apps that collect and in-

terpret medical and health data, check patient records, help diagnosing illnesses,

and provide health-decision support. Examples of popular apps under this category

include, iThermonitor, MyFitnessPal, and Nike Run Club.

� Communicating and/or sharing information: These apps provide communi-

cations platforms for patients, health professionals, and institutions. Examples of

apps under this category include, GAIN Trainer, Coach’s Eye, and TigerText.

� Managing professional activities: These apps help health professionals to cal-

culate expenses and fees, manage their schedules, and search for jobs. Examples of

popular apps under this category include, Kareo, Medscape, and Amion.

2.4.3. Ground-Truth

Our crawled dataset of apps data contains 138,095 apps from the Education cate-

gory and a total of 81,944 health-related apps from the Health&Fitness and Medical cat-

egories of the Apple App Store. To create our ground-truth, we randomly sampled 300

educational apps and 300 health-related apps. Using the entire content of the app store as

our population helped to mitigate the popular app sampling problem [63]. The sample of
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300 apps for both datasets is representative at a 95% confidence level with 5.6512% con-

fidence interval. The descriptions of our sampled apps were then manually examined by

three judges and then classified into the different categories identified in our oracle. This

process can be described as follows:

� An initial meeting was held to discuss the task of the judges.

� Three judges, including two Ph.D. students and a Master’s student in software en-

gineering independently classified the apps.

� The manual classification process was carried out over three sessions, each session

lasted around six hours, divided into two periods of three hours each to avoid any

fatigue issues and to ensure the integrity of the data [64].

� A majority voting was used to determine the final app categories.

� Conflicts (∼5%) were resolved by referring to the original description of the differ-

ent expert-generated categories as well as the app descriptions. In some cases, apps

were installed to get a better sense of their actual functionalities.

� The ground-truth was verified by a fourth judge, a software engineering professor.

The classification process took place prior to conducting the research. Two of the first

three judges were not aware of the purpose of the study. On average, the judges had an

average of four years of experience in mobile app design and development. Tables 2.1 and

Table 2.2 show the number of apps classified under each category and subcategory in each

of our domains.
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Table 2.1: The number of apps classified under each category and subcategory of educa-
tional apps.

Category Subcategories Total

Skill-based Literacy (38), Numeracy (22), Test-preparation (12), Subject-area (11) 83

Content-based Subject-area (48), Reference (31) 79

Function-based Learning-community (58), Others (8) 66

Games Subject-area (19), Puzzle (14), Brain-training (12) 45

Misfit 27

Table 2.2: The number of apps classified under each category of health-related apps.

Category Total

Consulting medical information references 72

Educational tools 23

Health-related management 80

Fulfilling a contextual need 93

Communicating and/or sharing information 26

Managing professional activities 6

2.5. Approach and Analysis

Our proposed approach (Fig. 2.4) can be broken down into three main steps: data

pre-processing, vectorization, and classification. In what follows, we describe each of these

steps in greater detail.

2.5.1. Pre-processing

Combinations of text pre-processing strategies are often used in text classification

tasks to remove potential noise and to enhance the prediction capabilities of the classi-

fier [65]. In our analysis, app descriptions were first converted into lower case tokens. To-

kens that contained non-ASCII characters, digits, and URLs, were removed. English stop-

words (e.g., the, in, will) were also removed based on the list of stop-words provided in

NLTK [66]. The remaining words were then lemmatized. We selected lemmatization over
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stemming to preserve the naturalness of words. In particular, stemmers (e.g., Porter stem-

mer [67]) tend to be prone to over-stemming which happens when too much of the word

is removed that the outcome is not a valid natural word (e.g., general and generous are

stemmed to gener). This can be a key factor in the performance of methods that use En-

glish corpora for similarity calculations.

2.5.2. Vectorization

Under this step, we converted the list of pre-processed tokens in each app’s descrip-

tion into a vector of word embeddings using the pre-trained models of Word2Vec, GloVe,

and fastText. We then used the generated embeddings to represent the whole descrip-

tion. Word collection (e.g., phrase, sentence, or paragraph) embeddings can be computed

using different methods, such as unweighted averaging [68], Smooth Inverse Frequency

(SIF) [69], Doc2Vec [70, 71] and Recursive Neural Networks (RNNs) [72]. In our analy-

sis, we used the simple unweighted averaging method to obtain an embedding for each app

description. Averaging word vectors has been proven to be a strong baseline for paragraph

representation especially in cases when the order of words is unimportant [69, 73, 74]. For-

mally, the vector representation (𝑉𝐷) of the app 𝐷, can be computed as:

𝑉𝐷 =
1

𝑛

𝑛∑︁
𝑖=1

𝑉𝑤𝑖
(2.2)

where the description is composed of words 𝑤0, 𝑤1, ..., 𝑤𝑛. Each word is repre-

sented as a vector 𝑉𝑤0 , 𝑉𝑤1 , ..., 𝑉𝑤𝑛 of word embeddings. Table 2.3 shows the different

pre-processing steps and the vectorization step (using Word2Vec, GloVe, and fastText)

being applied to the sample app description sentence, “ dictionary® series is designed to

make it easier to learn and use the technical jargon, and abbreviations.”

25



Apps 
Descriptions

Lowercasing

Tokenization Token Filtering

Stopword Removal Lemmatization

Word 
Embedding

Classifier

Pre-processing

App Vectorization

App Classification

Results

App 
Vector

Figure 2.4: The main steps of the proposed approach.

2.5.3. Experimental Baselines

In addition to our word embedding vectors, we generate three other types of vec-

tors for app descriptions. These vectors will be used as experimental baselines to compare

the performance of word embeddings. These representations can be described as follows:

� Vector Space Model: VSM is an algebraic model that consists of a single term-

document matrix. Each row of the matrix represents a single term found in the cor-

pus and each column represents an individual document. Each entry in the matrix

𝑤𝑖,𝑗 is the weight of the term 𝑗 in the document 𝑖, indicating the importance of the

term to the document’s subject matter. While the raw frequency of the term in the

document can be used as a weight, another approach, known as term frequency-

inverse document frequency (TF.IDF) is typically used [75]. TF.IDF is calculated

as the product of the frequency of the term in the document (TF) and the term’s

scarcity across all the documents (IDF). Formally, TF.IDF can be computed as:

𝑇𝐹.𝐼𝐷𝐹 = 𝑓(𝑤, 𝑑) × log
|𝐷|

𝑑𝑓(𝑤)
(2.3)
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where 𝑓(𝑤, 𝑑) is the term frequency of the word 𝑤 in document 𝑑, 𝐷 is the to-

tal number of documents in the corpus, and 𝑑𝑓(𝑤) is the number of documents in

the corpus 𝐷 that contain the word 𝑤. In this chapter, we vectorize each app’s

description as the TF.IDF of its words. In particular, each app is represented as

a vector of size |𝑉 |, which is the number of words in the description (i.e. 𝑉 =

{𝑤0, 𝑤1, ..., 𝑤𝑚}). The 𝑖𝑡ℎ entry of this vector is set to 𝑇𝐹.𝐼𝐷𝐹 (𝑤𝑖) if the descrip-

tion contains the word 𝑤𝑖, and 0 otherwise.

� Latent Dirichlet Allocation: LDA is an unsupervised probabilistic approach for

estimating a topic distribution over a corpus [42]. A topic consists of words that

collectively represents a potential thematic concept [42, 76]. Formally, LDA as-

sumes that words within documents are the observed data. The known parameters

of the model include the number of topics 𝑘, and the Dirichlet priors on the topic-

word and document-topic distributions 𝛽 and 𝛼. Each topic 𝑡𝑖 in the latent topic

space (𝑡𝑖 ∈ 𝑇 ) is modeled as a multi-dimensional probability distribution, sampled

from a Dirichlet distribution 𝛽, over the set of unique words (𝑤𝑖 ∈ 𝑊 ) in the cor-

pus 𝐷, such that 𝜑𝑤|𝑡 ∼ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝛽). Similarly, each document from the collection

(𝑑𝑖 ∈ 𝐷), is modeled as a probability distribution, sampled from a Dirichlet dis-

tribution 𝛼 over the set of topics, such that 𝜃𝑡|𝑑 ∼ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(𝛼). 𝜃𝑡|𝑑 and 𝜑𝑤|𝑡 are

inferred using approximate inference techniques such as Gibbs sampling [77]. Gibbs

sampling creates an initial, naturally weak, full assignment of words and documents

to topics. The sampling process then iterates through each word in each document

until word and topic assignments converge to an acceptable (stable) estimation [42].
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We use Gensim, a Python-based open-source toolkit for vector space modeling and

topic modeling, to extract topics from our dataset of apps descriptions [53]. LDA’s

hyper-parameters 𝛼 and 𝛽 are calibrated based on the heuristics that are com-

monly used to calibrate topic modeling in text analysis [78, 79]. In particular, 𝛼 is

set to be automatically learned from the corpus and 𝛽 is set to 1/(number of top-

ics). The number of iterations for the sampling process is set to 1000 to ensure the

stability of generated topics [77]. The number of topics to be found by LDA, 𝑘, is

set to the number of classification labels. When applied to descriptions, LDA repre-

sents each description as a vector of size 𝑘. The 𝑖𝑡ℎ entry of this vector is set to the

probability of the topic 𝑖 to be present in the description.

� BM25: BM25 is a text scoring method that was introduced in 1994 as a robust

variant of the TF.IDF method [41]. BM25 is calculated as the product of modifica-

tions of TF and IDF. Formally, BM25 can be computed as:

𝐵𝑀25(𝑤𝑖) =
𝑓(𝑤, 𝑑) × (𝑘 + 1)

𝑓(𝑤, 𝑑) + 𝑘 × (1 − 𝑏 + 𝑏× |𝑑|
𝑎𝑣𝑔𝐷

)
× 𝑙𝑜𝑔(1 +

|𝐷| − 𝑑𝑓(𝑤) + 0.5

𝑑𝑓(𝑤) + 0.5
) (2.4)

where 𝑓(𝑤, 𝑑) is the term frequency of the word 𝑤 in document 𝑑, 𝐷 is the total

number of documents, and 𝑑𝑓(𝑤) is the number of documents that contain the

word 𝑤, 𝑎𝑣𝑔𝐷 is the average length of the documents, 𝑏 is a parameter to tune the

impact of the document length, and 𝑘 is a parameter to tune the impact of term

frequency. BM25 has been used in the literature to vectorize app descriptions [31].

Each description is represented as a vector of size |𝑉 |, where |𝑉 | is the number of

words in the description (i.e. 𝑉 = {𝑤0, 𝑤1, ..., 𝑤𝑚}). The 𝑖𝑡ℎ entry of this vector is

set to 𝐵𝑀25(𝑤𝑖) if the description contains the word 𝑤𝑖 and 0 otherwise.
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Table 2.3: An example of the text pre-processing steps used in our analysis.

Sentence “dictionary® is designed to make it easier to learn, use the technical jargon, and abbreviations”

Good tokens [dictionary, is, designed, to, make, it, easier, to, learn, use, the, technical, jargon, and, abbreviations”]

SW removal [dictionary, designed, make, easier, learn, use, technical, jargon, abbreviations]

Stemmer [dictionari, design, make, easi, learn, use, technic, jargon, abbrevi ]

Lemmatizer [dictionary, design, make, easy, learn, use, technical, jargon, abbreviation]

Word
embedding

dictionary [-0.84041, -0.11159, 0.49872, 0.30307, . . . , -0.08523, 0.80811, -0.12826, 0.088422]

design [0.28934, 0.026391, -0.5053, -0.9966, . . ., 0.44844, 0.063997, 0.56751, 0.059809]

make [.3547e-01, 1.1550e-01, -2.9983e-01, . . ., -3.9427e-01, -2.3503e-01, 3.0761e-01]

easy [6.7032e-02, -1.0813e-01, 4.4981e-01, . . ., -1.5073e-01, -2.5662e-01, 8.0550e-02]

learn [-3.3157e-01, -8.8796e-02, -1.6376e-01, . . ., 1.2686e-02, -8.1500e-02, 1.3113e-03]

use [-1.0515e-01, 1.3407e-01, 1.3839e-01, . . ., -4.1949e-01, 8.9402e-02, 1.7569e-01]

technical [0.32273 , -0.085892, -0.26033, -0.3997, . . ., -0.78574, -0.23319, -0.11036, -0.59291 ]

jargon [-0.54072, -0.27198, 0.34199, 0.17347, . . ., -0.46058, 0.30216, -0.266, 0.19508]

abbreviation [-0.1607 , 0.15862 , 0.77783 , -0.16962 , . . ., -0.12764 , -0.75467 , 0.34786 , -0.31688 ]

Embedding [-1.12256169e-01, -4.28820204e-04, 1.39360920e-01, . . ., 8.19473062e-03, -1.63306966e-02]

2.5.4. Classification and Evaluation

Under this step, we classify apps in our dataset using the different vectorization

techniques presented earlier. Our classification configurations can be described as follows:

� Classification algorithms: To classify our data, we experiment with multi-

ple classification algorithms: Naive Bayes (NB) [80], Support Vector Machines

(SVM) [65], Random Forests (RF) [81], Decision Trees (DT) [82], AdaBoost [83],

and Logistic Regression [84]. These algorithms are commonly used to classify crowd

feedback in the mobile app market [85, 86, 87]. Their success can be attributed

to their ability to deal with short texts (e.g., tweets, user reviews, YouTube com-

ments, etc.) [88, 89]. Our analysis is performed using Scikit-learn, a Python library

which integrates a wide range of state-of-the-art machine learning algorithms for

supervised and unsupervised classification problems [90].

We use a one-vs-one strategy for our multi-class classification. This classification

strategy splits a multi-class classification into one binary classification problem per
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pair of classes. The class that receives the majority of votes is selected as the pre-

dicted class. Hyperparameter tuning is used to ensure that each classifier achieves

its best possible prediction given the data [91]. Our specific list of hyperparameters

is shown in Table 2.4. We use RandomizedSearchCV, a methodology which uses

cross-validation to optimize the hyperparameters of the classifier. A detailed expla-

nation of each parameter can be found on Scikit-learn’s webpage [92].

� Classification features: We extract app classification features from their descrip-

tions. Each app’s description is vectorized using the vectorization techniques de-

scribed in Section 2.5.2. For each app description, word embedding methods gener-

ate a 𝑑-dimensional feature vector. The size of the vector for Word2Vec and fast-

Text is set by default to (𝑑 = 300). GloVe, can generate different size vectors,

where (𝑑 ∈ {50, 100, 200, 300}), VSM generates vectors of size |𝑉 |, where |𝑉 | is

the number of words in the description (i.e. 𝑉 = {𝑤0, 𝑤1, ..., 𝑤𝑚}). Using LDA,

each app is vectorized into a feature vector of size 𝑘 representing the probabilistic

distribution of the description over the set of 𝑘 LDA topics. We further analyze the

impact of adding existing meta-data features (i.e. the number of ratings, average

rating, app size, category, and price) on the classification accuracy. Therefore, for

each vectorization technique, we append the extracted meta-data to the vectorized

representation of each app.

� Training settings: To train and test our classifiers, we use 10 -fold cross-

validation. This approach creates 10 partitions of the dataset. In each partition,

90% of the instances are considered as the training set and 10% as the test set. 10-
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fold cross-validation is selected over other techniques, such as the holdout method

(e.g. train/test split), to decrease the variance of the results.

� Validation metrics: The standard measures of precision (𝑃 ), recall (𝑅), and

F-measure (𝐹𝛽) are used to evaluate the performance of our classification algo-

rithms. These measures are computed independently for each classification label

and averaged over all the labels. Precision is calculated as the ratio of the num-

ber of correctly classified instances under a specific label (𝑡𝑝) to the total number

of classified instances under the same label (𝑡𝑝 + 𝑓𝑝). Recall is calculated as the

ratio of 𝑡𝑝 to the total number of instances belonging to that label (𝑡𝑝 + 𝑓𝑛). The

F-measure represents the weighted harmonic mean of precision and recall. 𝛽 is

used to emphasize precision or recall. A 𝛽 = 2 is commonly used in related liter-

ature to slightly emphasize recall over precision. Formally, 𝑓𝛽 can be calculated as

(𝛽2 + 1)𝑃𝑅/(𝛽2𝑃 + 𝑅).

2.5.5. Results and Analysis

The results of classifying our sets of Education and Health apps are shown in Ta-

ble 2.5. On average, our classification algorithms achieved their best performance when

app descriptions were vectorized using GloVe300. In particular, SVM (linear kernel) was

able to achieve the best results in separating the general categories of education apps,

achieving an 𝐹2 of 0.84. Logistic Regression achieved a comparable performance (𝐹2 =

0.8) . However, the accuracy went down when we classified education apps at a subcate-

gory level. This was actually expected given that it becomes harder to separate categories

at such a granularity level.
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Table 2.4: Hyperparameter configuration for each classifier.

Classifier Parameter set

Naive Bayes
Gaussian NB: ‘var smoothing’ ∈ {10−10, 101}
Multinomial NB: ‘alpha’ ∈ {0, 1}

Adaboost ‘n estimators’ ∈ {10, 50, 100, 200}

Random Forest

‘max depth’ ∈ {10, 30, 50, 100, None}
‘max features’ ∈ {‘auto’, ‘sqrt’}
‘min samples split’ ∈ {2, 5, 10}
‘n estimators’ ∈ {10, 50, 100, 200}

KNN ‘k’ ∈ {2, 5, 7, 10}

SVM

‘kernel’ ∈ {‘linear’, ‘rbf’}
‘C’ ∈ {0.1, 1, 10, 100}
‘gamma’ ∈ {1/(n features * X.var()), 1/n features}

Decision Trees

‘max depth’ ∈ {10, 30, 50, 100, None}
‘max features’ ∈ {‘auto’, ‘sqrt’}
‘min samples split’ ∈ {2, 5, 10}
‘criterion’ ∈ {‘qini’, ‘entropy’}

Logistic Regression
‘penalty ’ ∈ {‘l1’, ‘l2’}
‘C’ ∈ {0.1, 1, 10, 100}

In the health dataset, SVM was also able to achieve the best results (𝐹2 = 0.8).

Logistic Regression (𝐹2 = 0.78) and KNN (𝐹2 = 0.78) were able to achieve comparable

performance. However, the accuracy was on average lower than the accuracy achieved

on the education dataset. A comparison of the performance based on the different size

vectors generated by GloVe is shown in Fig. 2.5. In general, for both datasets, GloVe

achieved its best results at vector size 300. Increasing the size of vectors resulted in more

expressive vectors that capture all word relations.

Our results also showed that adding app meta-data to the set of classification fea-

tures did not improve the performance. As Fig. 2.6 shows, apps meta-data failed to en-

hance the predictive capabilities of our classifiers. To get a better sense of our results, we

compared our findings with Berardi et al. [31]. In their work, the authors considered app

descriptions as well as apps’ meta-data (rating, size, category, and price) as classification
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Table 2.5: The performance (Precision (P), Recall (R), F-measure (𝐹2)) of the different
classification algorithms using the different app description vectorization techniques.

Approach Classifier
Education categories Education sub categories Health apps

P R 𝐹2 P R 𝐹2 P R 𝐹2

VSM

NB 0.53 0.56 0.55 0.28 0.35 0.33 0.5 0.57 0.55

AdaBoost 0.37 0.39 0.38 0.28 0.25 0.25 0.33 0.42 0.39

Random Forest 0.67 0.65 0.65 0.46 0.45 0.45 0.55 0.59 0.58

KNN 0.65 0.62 0.62 0.56 0.51 0.51 0.64 0.6 0.6

SVM 0.71 0.69 0.69 0.57 0.5 0.51 0.64 0.66 0.65

Decision Trees 0.56 0.51 0.51 0.44 0.38 0.39 0.52 0.51 0.51

Logistic Regression 0.68 0.67 0.67 0.44 0.45 0.44 0.56 0.61 0.59

Average 0.59 0.58 0.58 0.43 0.41 0.41 0.53 0.56 0.55

LDA

NB 0.27 0.32 0.3 0.15 0.12 0.12 0.41 0.27 0.28

AdaBoost 0.42 0.35 0.36 0.14 0.2 0.18 0.32 0.29 0.29

Random Forest 0.49 0.41 0.42 0.29 0.28 0.28 0.33 0.31 0.31

KNN 0.38 0.35 0.35 0.26 0.25 0.25 0.34 0.28 0.29

SVM 0.35 0.41 0.39 0.2 0.29 0.26 0.33 0.38 0.36

Decision Trees 0.44 0.38 0.39 0.29 0.25 0.25 0.3 0.27 0.27

Logistic Regression 0.35 0.4 0.38 0.23 0.31 0.28 0.33 0.39 0.37

Average 0.38 0.37 0.37 0.22 0.24 0.23 0.33 0.31 0.31

GloVe 300

NB 0.7 0.68 0.68 0.67 0.63 0.63 0.72 0.66 0.67

AdaBoost 0.69 0.67 0.67 0.4 0.38 0.38 0.54 0.55 0.54

Random Forest 0.73 0.71 0.71 0.56 0.53 0.53 0.7 0.71 0.7

KNN 0.74 0.72 0.72 0.66 0.58 0.59 0.81 0.78 0.78

SVM 0.85 0.84 0.84 0.6 0.57 0.57 0.83 0.8 0.8

Decision Trees 0.63 0.59 0.59 0.46 0.44 0.44 0.6 0.58 0.58

Logistic Regression 0.82 0.8 0.8 0.57 0.54 0.54 0.79 0.78 0.78

Average 0.73 0.71 0.71 0.56 0.52 0.53 0.71 0.69 0.69

Word2Vec

NB 0.74 0.69 0.69 0.62 0.52 0.53 0.68 0.63 0.63

AdaBoost 0.55 0.51 0.51 0.21 0.22 0.21 0.4 0.37 0.37

Random Forest 0.67 0.68 0.67 0.52 0.48 0.48 0.62 0.65 0.64

KNN 0.64 0.64 0.64 0.53 0.48 0.48 0.64 0.58 0.59

SVM 0.67 0.68 0.67 0.43 0.45 0.44 0.59 0.64 0.62

Decision Trees 0.47 0.45 0.45 0.34 0.28 0.29 0.5 0.48 0.48

Logistic Regression 0.66 0.66 0.66 0.41 0.45 0.44 0.54 0.62 0.6

Average 0.62 0.61 0.61 0.43 0.41 0.41 0.56 0.56 0.56

fastText

NB 0.68 0.64 0.64 0.6 0.6 0.6 0.72 0.65 0.66

AdaBoost 0.63 0.57 0.58 0.16 0.21 0.19 0.52 0.6 0.58

Random Forest 0.69 0.7 0.69 0.57 0.53 0.53 0.66 0.69 0.68

KNN 0.71 0.68 0.68 0.62 0.57 0.57 0.83 0.76 0.77

SVM 0.79 0.78 0.78 0.59 0.53 0.54 0.8 0.79 0.79

Decision Trees 0.61 0.57 0.57 0.45 0.41 0.41 0.5 0.47 0.47

Logistic Regression 0.78 0.77 0.77 0.49 0.48 0.48 0.65 0.7 0.68

Average 0.69 0.67 0.67 0.49 0.47 0.47 0.66 0.66 0.66

BM25

NB 0.48 0.33 0.35 0.4 0.32 0.33 0.54 0.39 0.41

AdaBoost 0.42 0.37 0.37 0.26 0.25 0.25 0.37 0.37 0.37

Random Forest 0.58 0.57 0.57 0.45 0.39 0.4 0.49 0.56 0.54

KNN 0.55 0.46 0.47 0.48 0.39 0.4 0.54 0.45 0.46

SVM 0.53 0.47 0.48 0.51 0.42 0.43 0.52 0.48 0.48

Decision Trees 0.51 0.47 0.47 0.38 0.33 0.33 0.42 0.41 0.41

Logistic Regression 0.58 0.58 0.58 0.55 0.45 0.46 0.54 0.55 0.54

Average 0.52 0.46 0.47 0.43 0.36 0.37 0.48 0.45 0.46
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Figure 2.5: SVM classification results using different GloVe size vectors.

features. App descriptions were preprocessed using tokenization, stop-word removal, and

stemming and then vectorized using BM25 [93]. We replicated this type of analysis on our

dataset. Following Berardi et al. [31], a mutual information-based feature selection method

was also applied to select the most informative set of app features [94]. The results showed

that adding meta-data as classification features did not improve the results. This was ac-

tually expected given that, unlike descriptions, meta-data attributes of apps (apps’ names,

ratings, downloads) hardly convey any functionality-related information.

2.5.6. Statistical Analysis

We use statistical testing to measure the difference in performance between our

proposed approach and other experimental baselines. We first used the Shapiro-Wilk test

to test the normality of the variable (f-measure) being compared in our analysis [95]. The

results showed that the normality assumption did not hold for the majority of our compar-

isons. Therefore, for our type of data, we used the non-parametric tests. In particular, we

used Wilcoxon signed-rank and Friedman to measure statistical significance of difference

between the performance of our proposed approach and other baselines (p-value = 0.05).
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To examine the effect of using different vectorization methods (GloVe, Word2Vec,

fastText, LDA, TF.IDF, and BM25) on the accuracy of our classifiers, we first applied the

Friedman hypothesis test with Bonferroni-Holm correction (control method = GloVe) at

p-value = 0.05 [96, 97]. Our null hypothesis 𝐻0 states that there is no difference in the

f-measures between different vectorization methods. The alternative hypothesis 𝐻1 is in

favor of a significant difference between our different methods. To show the effect size of

the difference, we used Kendall’s W (coefficient of concordance). Kendall’s uses the Co-

hen’s interpretation guidelines of 0.1 (small effect), 0.3 (moderate effect), and above 0.5

as a strong effect [98]. The results showed a p-value < 0.005, indicating that we can reject

𝐻0 with at least a medium effect size (Kendall’s W = 0.47) between the classification re-

sults of GloVe and other vectorization techniques. Given these results, we conclude that

GloVe leads to statistically significant improvement in comparison to other techniques, in-

cluding the baseline using app meta-data as classification features.

We further examine the effect of considering apps meta-data as classifica-

tion features. In particular, we compare the f-measure values of SVMs+GloVe and

SVMs+GloVe+metadata features, applying 10-fold cross validation in both cases. Our

null hypothesis 𝐻0 states that adding apps metadata does not have any effect on the

f-measure. The alternative hypothesis 𝐻1 is in favor of the effect of adding apps metadata.

Since in this test we have two groups of data, we use Wilcoxon signed-rank at p-value <

0.05 to measure statistical significance. To show the effect size of the difference between

applied methods, we calculate Cliff’s Delta (d), a non-parametric effect size method.

We interpret the effect size values as small for 0.147 < d < 0.33, medium for 0.33 < d

< 0.474, and large for d > 0.474 [99, 100]. Our results show that there is a statistically
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Figure 2.6: The results of classifying educational health-related apps using SVMs with-
/without adding apps metadata (i.e. the number of ratings, the average rating, the app
size, the category, and the price.

significant difference (p-value < 0.05) with at least a medium (d = 0.07) effect size when

considering apps metadata as classification features, indicating that adding apps metadata

can significantly degrade the accuracy of classification.

2.6. Validation and Human Experiment

In the first phase of our analysis, we showed that word embeddings of app descrip-

tions can classify apps into more focused categories of application domains. To further

validate our findings, in this section, we apply our approach to a third dataset of mobile

apps, sampled from the domain of Sharing Economy (SE). The Sharing Economy refers

to a sustainable form of peer-to-peer business exchange that is built around sharing as-

sets and resources [101]. Over the past decade, SE apps, such as Uber, TaskRabbit, and

Airbnb, have caused major disturbances in established classical markets, enabling people

to exchange and monetize their underused assets at an unprecedented scale [102, 103, 104].

As of today, there are thousands of Sharing Economy apps, operating in a market sector

that is projected to grow to 335 billion U.S. dollars by 2025 [105].
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The domain of Sharing Economy presents a prime example of application domains

where a more precise categorization of apps is highly needed. In particular, popular app

stores, such as the Apple App Store and Google Play, do not provide a separate cate-

gory for Sharing Economy apps, instead, these apps are scattered over a broad range of

categories that hardly capture their core functionalities. For example, both Uber (ride-

sharing) and Airbnb (lodging) are categorized under the Travel category in the App Store

and Gigwalk, a freelancing app, is classified under the Lifestyle category. This makes it

very challenging for service providers and receivers to navigate the landscape of SE apps

and make optimized economic decisions in one of the fastest growing software ecosystems

in the world.

In this section, we use our classification approach to classify a dataset of popular

Sharing Economy apps based on their core functionalities. We then conduct a human ex-

periment, using 12 participants, to validate our classifier from an end-user point of view.

2.6.1. Dataset and Expert Classification

To conduct our analysis, we sample a dataset of SE apps that are currently active

in the market. We enforce the following criteria on apps to be included in our sample:

1. The app must facilitate some sort of a P2P connection and include the sharing of

some sort of a resource, such as an asset (e.g., an apartment, car, electric drill, etc.)

or a skill (e.g., plumbing, hair styling, coding, etc.).

2. The app must be available on Google Play or the Apple App Store so that we can

extract its description.
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3. The app must be located and/or have a substantial presence in the U.S. By focus-

ing on the U.S. market, we ensure that app descriptions are available in English

and that the app supports a service that is familiar to the casual U.S. user.

With these criteria in place, we searched for apps to be included in our dataset. We

conducted a Google search using the query: (sharing OR shared OR gig) AND economy

AND (platforms OR apps OR systems). We examined the first 10 pages of the search

results and added 72 new platforms that matched our inclusion criteria. We then used the

similar feature on Google Play and the Apple App Store to locate any apps we missed

through Google search. Specifically, we examined the list of similar apps resulting from

searching app stores for each of our 72 apps. Lightweight snowballing was then used to

add any major apps that we might have missed. Apps were iteratively added until no

more new apps that satisfied our inclusion criteria were located. In total, 108 unique apps

were included in our dataset. Descriptive statistics of our dataset are provided in Ta-

ble 2.6. This table shows the apps average rating and their number of reviews on Google

Play and the Apple App Store.

To generate our expert-based categories, we went through each app in our sample

and independently examined their Apple App Store descriptions. We used memoing to

keep track of the reasoning behind each suggested category. Axial coding was then used to

consolidate individual categories into more abstract categories. For example, the categories

of food delivery and grocery delivery were merged into a single delivery category. Gener-

ated categories were then iteratively revised until no more categories were found. By the

end of our classification process, six main categories of Sharing Economy apps, shown in

Fig. 2.7, had emerged. These categories can be described as follows:
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� Skill-based: These apps facilitate the sharing of personal skills. Specific examples

include the baby sitting apps Sittercity and Urbansitter, the tutoring apps Verbling,

Codementor, and Classgap, and the freelancing apps Fiverr and Upwork.

� Delivery: Under this category, we include apps which enable users to utilize their

vehicles to deliver goods to other users. Examples of apps in this category include

UberEats, Grubhub, and Shipt for grocery and food delivery and DriveMatch,

uShip, and Dolly for hiring delivery drivers.

� Ride-sharing: This category includes apps which allow their users to share rides,

such as carpooling and driver/rider connections. Examples of apps in this category

include traditional ride-sharing services, such Uber, Lyft, and Via, as well as more

specialized platforms, such as HopSkipDriver for children transportation, Veyo for

medical transportation, and Wingz for hiring a driver.

� Asset-sharing: Under this category, we include any app which enables users to

lend and borrow assets. This category is different from other categories in the sense

that the resource being shared is the asset itself (e.g., a vehicle or an electric drill),

not the person (e.g., a driver or electrician). Examples of apps under this category

include the boat sharing apps Get-MyBoat and Boatsetter, the bike sharing app

Spinlister, and the RV sharing apps RVezy and Outdoorsy.

� Lodging: This category contains renting and short-term accommodation services

such as Airbnb, Vrbo, and Misterbnb as well as space-sharing for storage (Neigh-

bor), events and work (Splacer and LiquidSpace), and even parking (ParqEx ).
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Table 2.6: Descriptive statistics for the 108 apps in our dataset.

Metric Mean Median Min Max

App Store Rating 4.23 4.60 1.60 4.90

Google Play Rating 3.86 3.90 2.00 4.90

App Store # of Reviews 201K 2.4K 2 8.9M

Google Play # of Reviews 134K 1.3K 7 7.91M

Google Play # of Installs 6.9M 100K 1K 500M

� Other: Although our objective was to classify all apps into the main general cat-

egories, two apps in our dataset were too niche-oriented to warrant the creation of

a separate category. These apps are Prosper for lending and borrowing money and

Kickstarter, a platform for crowdfunding various projects.

2.6.2. Automated Classification

To classify our apps, we extracted their descriptions from the Apple App Store.

Descriptions were then processed by applying tokenization, removing non-ASCII char-

acters and stop words, and lemmatization (Sec. 2.5.1). We then vectorized the descrip-

tions using GloVe (vector size = 300). An SVMs classifier (linear kernel) was then trained

on the data using 10-fold cross-validation. The results showed that our proposed model

(SVMs+GloVe) achieved an 𝐹2 of 0.8 (Precision = 0.84 and Recall = 0.79). Overall, these

results came out consistent with our previous results on the education and health datasets.
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A closer look at our results revealed that our automated classifier failed to cor-

rectly label apps that describe their features using words that are common in more than

one category. For example, ParqEx is a parking sharing app that was misclassified as a de-

livery app. ParqEx description contains words such as space, parking, and book which are

common in both delivery and lodging apps. Another observation is that two of the skill-

based apps were misclassified as lodging apps. A possible explanation is that our dataset

included only seven lodging apps, which were not enough data for the classifier to generate

a separate category for these apps. Our expectation is that such errors will be minimized

as more data becomes available for our classifier to work with.

2.6.3. Study Participants and Procedure

To further evaluate the effectiveness of our automated classifier, we conducted a hu-

man experiment with 12 study participants. Our participants were recruited through con-

venience sampling. Our sample has four females and eight males with an average age of

36 (min = 21, max = 48). All participants reported using one or more Sharing Economy

apps, either as service providers (e.g., driving for Uber, Lyft, DoorDash and Instacart) or

receivers (e.g., renting an Airbnb, ordering groceries through Instacart, and hiring workers

through TaskRabbit). Choosing subjects who are average end-users of apps, rather than

expert software developers, provides an evidence of the value of our approach to the casual

users. Our experimental procedure can be described as follow:

� We randomly sampled 20 apps from our dataset using stratified sampling. We ex-

cluded popular apps such as Uber, Lyft, Airbnb, TaskRabbit, and UpWork as clas-

sifying these apps can be trivial.
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� We prepared an assignment for our study participants. The assignment included a

description of our expert-generated categories of Sharing Economy apps as well as

the descriptions of the 20 apps in our sample.

� Each of our 12 study participants was presented with the assignment and asked to

classify each app by picking a category from the expert-based classification. If they

thought that none of our suggested categories was a good fit for the app, they were

advised to either classify the app as others, or add their own category. Apps were

listed in a random order in each assignment. Randomization helped to control any

effect that might result from the order of the treatment, such as, our participants

getting bored or tired and not spending as much time on classifying apps that ap-

pear later in the list.

� The human generated classifications are then compared with our automatically

generated classifications and the results are then collected and analyzed.

2.6.4. Results

The results of our study are shown in Table 2.7. The table includes the list of apps

used in our study, their ground truth classifications, their classifications by our approach,

their current categories in the Apple App Store, and our 12 study participants classifica-

tion. The results show that, our study participants achieved an average 79% agreement

with our automated classification results. Cases of disagreement were detected over apps

which were misclassified by our approach. For instance, our study participants had a hard

time finding the right category for Carvertize, an app which pays drivers by placing adver-
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Table 2.7: The results of our human study. We use the following code for the different cat-
egories: 1 = Skill-based, 2 = Delivery, 3 = Ride-sharing, 4 = Asset-sharing, 5 = Lodging,
and 6 = Other. GT is our ground-truth classification, AT is the automated classification,
{𝑆1, . . . , 𝑆12} is the set of subjects.

App Category GT AT 𝑆1 𝑆2 𝑆3 𝑆4 𝑆5 𝑆6 𝑆7 𝑆8 𝑆9 𝑆10 𝑆11 𝑆12

Rvezy Travel 4 4 4 4 4 4 4 4 4 4 4 4 4 4

Carvertise Productivity 4 1 2 3 3 4 4 4 3 3 3 3 4 4

SparkDriver Business 2 2 2 2 2 2 2 2 2 2 2 2 2 2

BiteSquad Food&Drink 2 2 2 2 2 2 2 2 2 2 2 2 2 2

PointPickup Utilities 2 2 2 2 2 2 2 2 2 2 2 2 2 2

Shipt Business 2 2 2 2 2 2 2 2 2 2 2 2 2 2

Pickup Lifestyle 2 1 2 2 1 1 4 2 2 2 2 2 2 1

ParqEx Navigation 5 2 5 5 5 5 5 5 4 5 5 4 5 4

Couchsurfing Travel 5 5 5 5 5 5 5 5 5 4 5 4 5 5

Wingz Travel 3 3 3 3 3 3 3 1 3 3 3 3 3 3

zTrip Travel 3 3 3 3 3 3 3 3 3 3 3 3 3 3

Eatwith Travel 1 5 1 5 5 1 1 1 1 1 1 1 1 1

Withlocals Travel 1 5 1 1 1 1 1 1 1 1 1 1 1 1

Gigwalk Lifestyle 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Handy Lifestyle 1 1 1 1 1 1 1 1 1 1 1 1 1 1

GigSmart Business 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Bambino Lifestyle 1 1 1 1 1 1 1 1 1 1 1 1 1 1

UrbanSitter Lifestyle 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Caregiver Lifestyle 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Fiverr Business 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Agreement with automated 0.8 0.85 0.8 0.75 0.75 0.75 0.8 0.75 0.8 0.75 0.8 0.9

tisements on their cars. This app should be classified as an asset-sharing app, however, it

was incorrectly labeled as skill-based by our classifier. This can be attributed to the fact

that this particular app describes its features using words such as media, student, college,

and specialize, missing common words in the asset-sharing category, such as car and lend.

This vague terminology confused our classifier as well as most of our participants.

To evaluate the agreement between study participants, we used Cohen’s kappa [106],

a commonly used measure of the inter-rater agreement [107, 108]. This method is a more

robust method than simple percent agreement since it takes into account the agreements

occurring by chance [109]. Formally, Cohen’s kappa (𝑘) can be calculated as:

𝑘 =
𝑝𝑜 − 𝑝𝑐
1 − 𝑝𝑐

(2.5)
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where 𝑝𝑜 is the proportion of items for which the raters agreed on, and 𝑝𝑐 is the proportion

of items that agreement was expected by chance. Our results of human assessment suggest

a Cohen’s kappa of 0.83, which indicates an almost perfect agreement between our study

participants. Cohen’s kappa values less than zero are interpreted as no agreement, 0.01

– 0.20 as none to slight, 0.21 – 0.40 as fair, 0.41 – 0.60 as moderate, 0.61 – 0.80 as sub-

stantial, and 0.81 – 1.00 an as almost perfect agreement between raters [106]. Overall, our

human assessment shows that our automated classification approach can generate accurate

classifications that correlate with human generated classifications to a large extent.

2.7. Discussion

In this section, we discuss our main analysis results and we provide further analysis

on some of our findings in this chapter.

2.7.1. Word Embeddings vs. Topic Modeling

We begin our discussion by comparing the performance of our approach with LDA,

one of the most commonly used approaches in app classification tasks [33, 27, 43]. Our re-

sults show that word embeddings models were more successful in identifying correct app

categories than topic models (LDA). This can be explained based on the observation that

the topics generated for our data were of poor quality. Table 2.8 shows the five generated

topics with their most probable words. As the results show, the generated topics failed to

capture any of the expert-generated categories. For example, while the second topic gener-

ated for our educational apps included words such as game and fun, it failed to represent

a coherent category due to the presence of important words from other categories, such as

learn and child. Topics generated for the set of Health apps seem to be more cohesive. For
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example, Topic 5 includes words such as workout, exercise, weight, and fit which are in-

dicative of a fitness app. Similarly, Topic 6 includes words such as day, medical, track, and

time which indicate a patient management app. However, both topics also share words

with other less cohesive topics, such as Topic 1 and Topic 3, leading the classifier to make

inaccurate predictions. In other words, due to the overlapping nature of the different topic

categories, the classes are not separable by LDA.

The poor results of LDA can be partially explained based on the limited length of

app descriptions [110]. Prior evidence has shown that LDA does not perform well when

the input documents are short in length [111, 78]. Specifically, LDA is a data-intensive

technique that requires large quantities of text to generate meaningful topic distributions.

However, due to the limited nature of description text, applying standard LDA to such

data often produces incoherent and overlapping topics [78]. One instance of LDA misclas-

sification in our dataset is the app of the International Journal of Psychology (IJP). This

app keeps track of the research in the field of psychology. The description of this app in-

cludes statements such as:

− Stay current with the latest articles through early view

− Receive alerts when new issues are available (opt in)

− Save your favorite articles for quick and easy access, including offline

− Dynamic references show references in context

− Share article abstract and link via email

− Access your personal or institutional subscription to IJP on your ipad

45



Table 2.8: Topics generated by LDA for our dataset of Education and Health apps.

Dataset Topics Most probable words

Education

Topic 1 learn, word, play, child, help, game, letter, lesson, fun, use

Topic 2 math, game, level, time, word, kid, child, puzzle, fun, use

Topic 3 color, kid, book, child, game, school, story, learn, feature, fun

Topic 4 dictionary, english, use, question, access, period, record, exam, free, time

Topic 5 school, inform, use, feature, student, english, access, news, include, event

Health&
Medical

Topic 1 view, class, schedule, download, today, time, inform, contact, location, exam

Topic 2 inform, use, injury, patient, provide, help, assess, view, detail, product

Topic 3 workout, exercise, weight, account, purchase, fit, period, program, hour, renew

Topic 4 patient, meditation, health, help, inform, day, education, treatment, track, time

Topic 5 calculate, workout, health, exercise, nutrition, rate, calorie, food, heart, pain

Topic 6 medicine, patient, doctor, care, medical, prescript, time, help, use, access

IJP connects users to a database of articles related to psychology. This apps per-

fectly fits into the content-based app category. IJP’s description contains words such as

journal, article, reference, research, report, and study. These words are semantically re-

lated to the groups of words that convey the concept of a database of information. The

word embeddings models used in our analysis correctly classified this app. LDA, in con-

trast, misclassified this app as a function-based app. This happened due to the presence of

words such as access, include, and use in IJP’s description. These words led to classifying

the app to Topic 5 which is mostly related to function-based apps.

Word embedding models tend to be immune to the limitations of topic modeling

methods. For instance, Fig. 2.8-a and b show a 2D projection of the GloVe300 embed-

dings (vectors) of a collection of words sampled from the descriptions of our education

and health apps. The projection shows that related words tend to appear in separate clus-

ters in the 2D space. For example, words such as Italian, Portuguese, Spanish, and French

which are indicative of foreign languages appeared in a single well-defined cluster (closer

in the space). The same applies to the words crosswords, sudoku, and puzzle, which are
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Figure 2.8: Example word vectors represented in a 2D space generated by applying PCA
on 300-dimensional GloVe word embeddings.

indicative of educational games. Similar patterns of related word clusters can also be ob-

served in the Health category, where words such as diabetes, hypertension, and obesity ap-

peared near each other in the vector space. This kind of representation provided sufficient

information for our classifiers to make accurate predictions.

2.7.2. Word Embeddings vs. Bag-of-Words

Our results also show that bag-of-words methods such as VSM and BM25 can be

heavily disadvantaged by the vocabulary mismatch problem of app descriptions. In partic-

ular, both BM25 and VSM vectorize app descriptions based on the TF.IDF scores of their

individual words. In comparison, word embeddings capture the semantic meaning of words

during vectorization. In app description classification tasks, the semantic meaning of de-

scription words generates more information than their TF.IDF scores. For instance, apps

that connect patients with their doctors use different vocabulary to convey this functional-

ity, such as “connect patients with doctors” and “link patients with physician”. According

to BM25 and VSM, the similarity of these two sentences are 8%, and 20%, respectively. In
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comparison, GloVe captures the 86% similarity between these two sentences with as the

vectors of connect and link, and doctor and physician appear very close in the space.

2.7.3. GloVe vs. Word2Vec and fastText

Our results show that GloVe has outperformed Word2Vec and fastText (Table 2.5).

In general, context-free word embeddings models, such as Glove, Word2Vec, and fastText

are known to achieve comparable results. However, their performance can slightly vary de-

pending on the intrinsic complexity of the text corpus [38, 112, 113, 58]. A potential rea-

son for GloVe’s better performance is the fact that the vocabulary used to train the model

was more comprehensive than the vocabulary used to train the Word2Vec model. In par-

ticular, the pre-trained Word2Vec model used in our analysis did not include 1,422 words

of the words that appeared in the descriptions of our apps, while 822 words (496 unique

words) were missing from the pre-trained GloVe model. Furthermore, the majority of

missing vocabulary in GloVe included insignificant words, such as apps names (i.e. Acce-

lastudy, Fortville, Kidomy, Vuga, etc.), typos (i.e. againsttheclock, comapany, jjust, uesd.

etc.), compound names (i.e. cross-contamination, x-rays, custom-made, cutting-edge), and

unknown English words (i.e. woao, yorinks, dixio, cassanea). As for fastText, the embed-

dings generated for rare words (character n-grams) did not help the classification accuracy

as such words were highly uncommon in our dataset.

2.7.4. Pre-trained vs. Locally trained models

In addition to pre-trained word embeddings, we used the Gensim library in Python

to train our word embedding models on our corpus of 1,479,203 app descriptions (the en-

tire population of mobile apps collected from the Apple App Store). The corpus was ini-
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Figure 2.9: The results of classifying educational health-related apps using SVMs using
two different word embeddings: pre-trained and trained on our own corpus of apps de-
scriptions.

tially preprocessed by removing non-ASCII characters and URLs. We then trained our

different word embeddings models (Word2Vec, fastText, and GloVe) on the corpus. These

models were then used to vectorize apps in our dataset.

As Fig. 2.9 shows, for all three embedding models (Word2Vec, fastText, and

GloVe), the pre-trained models outperformed the models trained on our corpus. The poor

performance of these models can be related to the relatively small size of the corpus. In

order to achieve the most semantically meaningful vector representations of words, word

embeddings models need a rich corpus where common English words are significantly more

common than rare words. Our corpus of app descriptions contains numerous rare words

that are not common English words, thus, resulting in low-quality semantic representa-

tions (embeddings) of words. In particular, in our dataset of mobile apps descriptions,

55% of the words appeared less than four times in the corpus.
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Table 2.9: The average running time (in seconds) of the different vectorization methods.

Approach Load Model Extract Features Classification Total

Baseline - 6.92 19.64 26.56

VSM - 4.41 1.26 5.67

LDA 13.76 0.31 0.42 14.49

Word2Vec 113.27 206.77 1.9 321.94

GloVe 154.39 23.48 1.9 179.77

fastText 111.88 4.65 1.9 118.43

2.7.5. Time Analysis

In terms of running time, word embedding models typically require more time

than other techniques such as LDA and VSM in order to classify mobile apps. Table 2.9

shows the execution time of different vectorization methods when classifying educational

apps. Time was measured on an Intel(R) Core(TM) i7-7500U CPU 2.7 GHz, with 12.0GB

of RAM. On average, VSM is the fastest method since it only requires the calculation

of TF.IDF values of words. BM25 requires slightly more time since feature selection

is applied for each training set. Word embeddings are on average slower in generating

the classification results since loading a model can be a time-consuming task. However,

once the embedding model is loaded, feature extraction and app classification require

approximately the same amount of time as other methods to be completed.

2.8. Threats to Validity

The study presented in this chapter has several limitations that could potentially

limit the validity of the results. In what follows, we discuss these threats along with our

mitigation strategies.
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2.8.1. Internal Validity

Internal validity refers to confounding factors that might affect the causal relations

established throughout the experiment [64]. A potential threat to the proposed study’s

internal validity might stem from the fact that human judgment was used to classify our

apps and create our ground-truth. Different judges might classify the data differently,

which might impact the results of our automated classifiers. Despite these subjectivity

concerns, it is not uncommon in text classification tasks to use humans’ judgment to pre-

pare the ground-truth. Therefore, these threats are inevitable; however, they can be par-

tially mitigated. For instance, in our analysis, this threat was mitigated by using multiple

judges and majority voting and by utilizing pre-existing oracles that were proposed by do-

main experts [28, 29]. Similarly, a threat may arise from the fact that the categories for

our validation set of Sharing Economy apps were generated by the authors. Nonetheless,

the authors have published multiple papers on the Sharing Economy [114, 87, 115] and re-

ceived multiple federal funding grants to develop accessible Sharing Economy solutions for

their local community, thus, they can be considered as domain experts in the field.

Other internal validity issues might arise from the specific word-embedding meth-

ods, classification algorithms, and open source tools (Scikit-learn) used in our analysis.

For example, we used GloVe, Word2Vec, and fastText to generate our word-embeddings.

Other techniques, such as BERT, and other types of classification algorithms, such as Hi-

erarchical Agglomerative Clustering (HAC), might arrive at different results.
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2.8.2. External Validity

Threats to external validity impact the generalizability of the results obtained in

the study [64]. In particular, the results of our experiment might not generalize beyond

the specific experimental settings used in this chapter. External validity concerns might be

raised about the fact that only 600 apps sampled from two application domains were con-

sidered in our analysis, thus, the results of our empirical investigation might not generalize

to other apps or domains. To mitigate this threat, we uniformly sampled our apps from

the collection of all the educational and health-related apps in the Apple App Store [63].

This helped us to mitigate sampling problems and increase the confidence in our results.

To further enhance the generalizability of the results, we validated our classification model

on a third dataset sampled from the domain of Sharing Economy. The results came out

aligned with our results on other datasets, providing evidence on the applicability of our

approach to other application domains.

2.8.3. Construct Validity

Construct validity is the degree to which the various performance measures accu-

rately capture the concepts they intend to measure. In our experiment, there were mini-

mal threats to construct validity as the standard performance measures (recall, precision,

and the F-measure), which are extensively used in related research, were used to assess the

performance of our different investigated methods. We believe that these measures suffi-

ciently captured and quantified the different aspects of performance we were interested in.
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2.8.4. Conclusion Validity

Conclusion validity is concerned with issues that might affect the ability to draw

the right conclusion about the relations between the treatment and the outcomes of the

experiment [64]. To control for such threats, our data were tested for normality prior to

our analysis and appropriate non-parametric statistical tests were then used to measure

the difference in performance among the different treatments (classification settings).

Overall, we were able to reject our null hypotheses with high statistical power. Further-

more, in our human experiment, our subject sample included 12 participants of female and

male subjects (age between 21 - 54) and with various levels of experience in the Sharing

Economy as service providers and receivers. We applied randomization whenever possible

to minimize any confounding effects.

2.9. Conclusion and Future Work

In this chapter, we proposed a new approach for classifying mobile apps based on

their app store descriptions. Our approach utilized models of word embeddings to gener-

ate numeric semantic representations of app descriptions. These vector representations

were then classified to produce more cohesive categories of mobile apps. The performance

of our approach was evaluated using a dataset of apps sampled from the Education,

Health&Fitness, and Medical categories of the Apple App Store. Expert-generated cat-

egorizations of these apps were used to produce our ground-truth. Our results showed

that word embeddings produced using the pre-trained GloVe300 led to higher quality

categorization than embeddings generated using Word2Vec and fastText. Our results also

showed that word embeddings were able to outperform other vectorization techniques such
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as bag-of-words (VSM and BM25) and topic modeling (LDA) and other baselines which

considered app meta-data attributes as classification features [31]. To further validate our

results, we applied our GolVe classification model on a third dataset of Sharing Economy

apps. The results showed that our model was able to achieve accuracy levels comparable

to the accuracy achieved on the first two datasets. We further ran a study with 12 partici-

pants to assess the quality of our classifier. The results showed that our study participants

classified our apps with a high degree of agreement with our approach.

Our work in this chapter is expected to help users discover apps that match their

specific interests more effectively. Developers can also use our approach to identify their

direct competition in the app store. In terms of future work, our analysis in this chapter

can be extended along three main directions:

� More data: More analysis, utilizing more expert-generated categorizations of apps

across a broad range of application domains will be conducted. Our objective is to

determine a global set of configuration settings that can be used to dynamically

generate more accessible categorizations of apps.

� Tool support: A working prototype will be developed to implement our findings.

The prototype will be ideally implemented in a mobile app with a user-friendly in-

terface to aid mobile app users in finding apps that meet their specific needs.

� Extrinsic evaluation: Our evaluation in this chapter was mainly intrinsic, based

on how well the generated categories correlated with existing classifications. While

such an evaluation can be sufficient for model assessment, it does not capture the
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practical significance of the results. Therefore, a main direction of future work will

be dedicated to extrinsic evaluation. Extrinsic evaluation is concerned with criteria

relating to the system’s function, or role, in relation to its purpose (e.g., validation

through experience). To conduct such analysis, our prototype will be provided to

selected groups of stakeholders, such as health professionals, educators, and app

developers to be used as an integral part of their app search and development ac-

tivities. Evaluation data will be collected through surveys that will measure the

approach’s usability, scalability, and overall value to users.
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Chapter 3. Privacy: User Perspective

The proliferation of mobile applications (app) over the past decade has imposed

unprecedented challenges on end-users privacy. Apps constantly demand access to sensi-

tive user information in exchange for more personalized services. These—mostly unjustifi-

able—data collection tactics have raised major privacy concerns among mobile app users.

Such concerns are commonly expressed in mobile app reviews, however, they are typically

overshadowed by more generic categories of user feedback, such as app reliability and us-

ability. This makes extracting user privacy concerns manually, or even using automated

tools, a challenging and time-consuming task. To address these challenges, in this chapter,

we propose an effective unsupervised approach for summarizing user privacy concerns in

mobile app reviews. Our analysis is conducted using a dataset of 2.6 million app reviews

sampled from three different application domains. The results show that users in different

application domains express their privacy concerns using domain-specific vocabulary. This

domain knowledge can be leveraged to help unsupervised automated text summarization

algorithms to generate concise and comprehensive summaries of privacy concerns in app

review collections. Our analysis is intended to help app developers quickly and accurately

identify the most critical privacy concerns in their domain of operation, and ultimately,

alter their data collection practices to address these concerns.

3.1. Introduction

Mobile apps are designed with a set of user goals in mind. A user goal can be de-

scribed as any abstract objective that the system under consideration should achieve [116].

This chapter was previously published as Ebrahimi, Fahimeh, and Anas Mahmoud. “Unsupervised Sum-
marization of Privacy Concerns in Mobile Application Reviews.” 37th IEEE/ACM International Confer-
ence on Automated Software Engineering. 2022.
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For example, the goal of Sharing Economy apps (e.g., Uber and Airbnb) is to foster social

capital and economic growth in resource-constrained communities [117, 101] while the goal

of Health&Fitness apps is to promote healthy lifestyles among children and adults [118,

51]. However, driven by fierce market competition, app developers frequently deviate from

their original goals. These deviations often come in the form of extreme privacy-invading

tactics, such as constant location-tracking [6], unsolicited data collection [5, 7], or features

that are intentionally engineered to lure users into sacrificing their privacy in exchange for

more personalized experiences [8, 9].

Apps that do not adequately address their users’ privacy concerns are often deemed

untrustworthy or even abandoned by their users [119, 120, 121]. Therefore, in order for

apps to survive market selection, app developers must constantly monitor their users’ feed-

back and adjust their data collection strategies accordingly [16]. Users commonly commu-

nicate their feedback with app developers through textual app reviews [10, 122, 123, 15].

General-purpose review mining techniques, such as text classification and topic modeling,

have been extensively used to classify such feedback into different types of actionable soft-

ware maintenance requests [124, 86, 125, 126, 85, 127]. However, due to their sparsity and

domain dependency, privacy concerns are frequently misclassified or under-recognized by

these techniques [15]. For example, users of ridesharing apps (e.g. Uber and Lyft) might

complain about the constant tracking of their location, while users of investing apps (e.g.,

Robinhood and Coinbase) might raise concerns about sharing their social security or bank

information with the app. Such domain-specific feedback can be easily missed in the pres-

ence of more dominant categories of technical concerns. Consequently, a one-size-fits-all

approach may not be suitable for detecting privacy concerns across all domains.
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To address these challenges, in this chapter, we propose a new unsupervised ap-

proach for summarizing privacy concerns in the mobile app market. Our approach is based

on the assumption that privacy concerns are domain-specific. Therefore, leveraging the

vocabulary that is commonly used by app users to express their privacy concerns in a

specific domain can help generic text summarization algorithms generate more concise

and representative summaries of these concerns. Our approach is evaluated using a large

dataset of user reviews sampled from the domains of mental health, investing, and food

delivery apps. Our long-term goal is to help app developers identify the critical privacy

concerns in their domain of operation, alter their data collection practices to mitigate

these concerns, and ultimately, survive user selection.

The remainder of this chapter is organized as follows. In Section 3.2, we motivate

our research. In Section 3.3, we describe our subject domains and experimental dataset.

In Section 3.4, we present our procedure for extracting privacy keywords from app reviews.

In Section 3.5, we propose a novel algorithm for summarizing privacy-related mobile app

reviews. In Section 3.6, we discuss our key findings. In Section 3.7, we address the main

limitations of the study. Finally, in Section 3.8, we conclude the chapter and describe our

directions of future work.

3.2. Background and Motivation

Privacy in the mobile app market has received significant attention from the re-

search community over the past decade. However, the majority of existing literature is fo-

cused on detecting privacy policy violations and preventing data leaks, while less attention

has been paid to mining end-users’ privacy concerns [10].
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Earlier evidence on extracting privacy concerns in the mobile app market can be

found in Khalid et al. [16]. The authors manually examined and classified thousands of

one and two-star app reviews to get a better sense of end-users’ complaints and their

impact on app ratings. The analysis revealed that reviews including complaints about

privacy-invading practices were often associated with the most negative impact on ratings.

In another study, McIlroy et al.’s [15] qualitative analysis of 7,000 user reviews revealed

that close to 17% of examined reviews raised privacy concerns. These concerns were

expressed using more varied language than other types of technical issues.

Ciurumelea et al. [123] used iterative content analysis to develop a taxonomy of

actionable issues in mobile app reviews, including compatibility, usage, resources, pric-

ing, and privacy. In a more recent work, Hatamian et al. [122], proposed MARS, a tool for

summarizing privacy-related mobile app reviews and classifying them into a set of prede-

fined security threats, including spyware, phishing, and spam. Informative reviews were

detected based on a keyword catalog seeded with the initial keywords: privacy and se-

curity. This catalog was iteratively expanded with more privacy-related keywords using

word frequency analysis. Extracted keywords were then used to tune different text classi-

fiers. MARS was able to classify 2,412 privacy-related reviews with a recall and precision

of 91.30% and 94.84% respectively.

Besmer et al. [128] analyzed a massive dataset of mobile app reviews collected over

the period of four years. The results showed that reviews that contained complaints about

app privacy had lower star ratings and more negative sentiment than other reviews. The

results also showed that users found privacy-related reviews to be more helpful than oth-

ers. In another study, Mukherjee et al. [129] identified privacy-related app reviews using a
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generic set of privacy-related keywords. The authors found that only 0.5% of reviews were

related to end-user security and privacy. Nguyen et al. [130] also used a set of 102 generic

keywords to extract potential security and privacy concerns from 2,583 Google Play apps.

A manual analysis of 4,000 reviews of these apps showed that 14% of them were either pri-

vacy or security-related. The authors also reported that preceding privacy reviews were a

significant factor in predicting privacy-related app updates.

In summary, the majority of existing work employs generic text classification and

NLP-based methods for detecting privacy concerns in mobile app reviews [131]. However,

the results largely indicate that these generic solutions often struggle to capture domain-

specific privacy concerns. For instance, supervised classification techniques rely on the

presence of manually generated ground-truth datasets. Thus, these techniques are con-

strained to a single rubric of predefined categories [127, 126, 85]. Consequently, specific

categories related to user privacy can be easily missed in the ground truth data. Unsuper-

vised topic modeling techniques, such as Latent Dirichlet Allocation (LDA) [42], have also

been applied to extract privacy information from app store reviews [132]. However, such

techniques do not perform well with small, unstructured, and semantically-restricted text

such as user reviews [133, 111, 78, 134].

Existing work has also revealed that users often express their privacy concerns us-

ing more varied language than other technical issues [15]. Consider for example the follow-

ing three reviews selected from the domains of mental health, investing, and food delivery

apps. The word Facebook clearly indicates a privacy concern in the mental health domain.

However, in food delivery, the same word is used to express a customer support problem,

while in the investing domain the word is used to express an user registration issue.
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� Mental Health: “Won’t even let me sign up after collecting all of my Facebook

data, just stole my identity.”

� Investing: “I got zero response back. I even blasted their Facebook but got nothing.”

� Food Delivery: “It doesn’t recognize my facebook account so I can’t even register

for this.”

Motivated by the limitations of existing work, in this chapter, we propose an unsu-

pervised approach for summarizing user privacy concerns in the mobile app market. We

initially describe a systematic method for extracting privacy-related vocabulary from three

different application domains. Extracted vocabulary is then leveraged to generate concise

and comprehensive summaries of privacy concerns in app reviews.

3.3. Data Collection

Our underlying assumption in this chapter is that app users express their privacy

concerns using different terminology that is directly related to their apps’ specific func-

tionality. To verify this assumption, we collected a large-scale dataset of user reviews from

three different application domains: mental health, food delivery, and investing. Invest-

ing apps have become increasingly popular in recent years due to the increasing interest

in cryptocurrency trading. Zero-commission trading fees and continuous media coverage

have brought in millions of new first-time traders. For example, one of the most popu-

lar investing apps, Robinhood, reported that close to 6 million new users joined the plat-

form in 2021 [135]. Similarly, the domain of food delivery has experienced massive growth

during the past two years. In particular, the demand for food delivery services has sig-

nificantly increased due to the COVID-19 pandemic. For example, the three major food
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delivery apps - DoorDash, UberEats, and GrubHub have all reported a significant increase

in revenue generated during the lock-down order of 2020 [136]. This global health crisis

has also led to a significant spike in the number of active users of mental health apps.

People frequently resorted to these apps as a safer and inexpensive alternative to help

them cope with the consequences of social isolation, unemployment, and economic hard-

ships [137, 138].

To collect reviews from these three different domains, we identified the top-

100 apps in the categories of Finance (investing), Food&Drink (food delivery), and

Health&Fittness (mental health) on Google Play and the Apple App Store. Apps that met

the following criteria were included in our dataset:

� For an app to be included in our analysis, we only considered apps with 10,000 re-

views or more. This number of reviews was necessary to include only popular and

well-established apps. We lowered this number to 5,000 for mental health apps as

apps in this category do not get as many reviews.

� For the Finance category, banking “all-in-one” apps were excluded as the ma-

jority of these apps did not provide investing services. For Food&Drink, specific

restaurant delivery apps, such as Papa John’s Pizza & Delivery official app, were

also excluded as they did not operate as independent delivery services. In the

Health&Fitness category, physical health apps that did not explicitly support

mental health were excluded.

After examining the top-100 apps in each category, eight investing, five mental

health, and five food delivery apps were included. For each of these apps, we collected
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all textual reviews available on the Apple App Store and Google Play using Python web

scrapers. Overall, 696,073, 1,708,831, and 204,374 reviews were collected for our set of in-

vesting, food delivery, and mental health apps respectively. The distribution of these re-

views over apps is shown in Table 3.1.

3.4. Extracting Privacy Vocabulary

In this section, we empirically examine our assumption that privacy concerns in

mobile app reviews are expressed using domain-specific vocabulary.

3.4.1. Privacy Term Extraction

Our analysis is conducted over low-rating (one and two stars) reviews in our

dataset. These reviews are more likely to contain user complaints or useful feedback than

high-rating reviews [15, 16, 139]. In total, 385,951, 511,032, and 43,647 reviews from

the domains of investing, food delivery, and mental health are included in our analysis.

Table 3.1 shows the total number of 1-2 star reviews for each app in our dataset.

Fig. 3.1 describes our indicator term (keyword) extraction process. The goal of our

analysis is to generate a catalog of terms and phrases that signal privacy-related issues in

different application domains. To generate such a catalog, we follow a systematic iterative

process of word generation. We begin our analysis by seeding the catalog with the words

privacy, private, and security [130]. These words are then used as search queries to locate

potential privacy-related reviews in our dataset. The first iteration of the search returned

187, 753, and 629 reviews for the apps in the mental health, investing, and food delivery

domains respectively. Each review is then manually examined by three judges to locate

any other keywords (unigrams or bigrams) that are likely to be indicative of privacy is-
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Table 3.1: The number of user reviews extracted (1-2 stars) for each app in our dataset.

Investing Food Delivery Mental Health

App Reviews App Reviews App Reviews

Robinhood 451,016 (325,534) UberEats 748,584 (265,713) Calm 106,181 (22,983)

Acron 76,761 (15,954) DoorDash 598,513 (122,857) Headspace 78,989 (16,376)

Stash 40,385 (10,683) GrubHub 223,566 (63,776) Sanvello 8,554 (698)

ETrade 15,807 (9,297) Postmates 107,564 (53,579) Talkspace 5,054 (2,928)

Fidelity 50,224 (9,034) Seamless 30,604 (5,107) Shine 5,596 (662)

TD Ameritrade 30,369 (8,973)

Schwab 14,988 (4,596)

Personal Capital 16,523 (1,880)

Total 696,073 (385,951) Total 1,708,831 (511,032) Total 204,374 (43,647)

sues. Each judge has to answer the questions: does this review raise any form of privacy

concern? And if so, what keyword(s) in the review are indicative of such concerns? All

judges hold professional degrees in software engineering as well as have an average of 6+

years of experience in app development. A pilot labeling session was held before running

the actual analysis to explain the process and address any concerns. Terms generated after

the first round are then used to retrieve the second set of reviews. Basically, any review

that contained any of the identified keywords and did not appear in previous searches is

included in the search results. This process is repeated until saturation, or no more new

keywords are found.

Notice that several keywords retrieved a large number of matches. For instance,

the word location returned 10,829 reviews for the apps in the food delivery domain. Ex-

amining such a large number of reviews manually can be an exhaustive and error-prone

task. Therefore, for such large sets, we only examine a statistically representative stratified

sample of reviews. A sample size of 300 reviews is sufficient to maintain at least a 95%

confidence level. Among the identified keywords, only nine of the keywords retrieved more
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Figure 3.1: Our privacy keyword extraction procedure.

than 300 reviews and needed the sampling phase. At the end of this process, 26 unique

privacy-related keywords or phrases (e.g. personal info) were extracted from our dataset.

These keywords are listed in Table 3.2. The table also shows the total number of reviews

retrieved in each domain as well as the number of reviews that are privacy-related.

3.4.2. Keyword Analysis

Our keywords extraction process generated 26 unique privacy-related keywords. In

Table 3.3, we show the percentage of privacy-related reviews that are retrieved by each

of our keywords in each application domain. We use Chi-square (𝜒2) to test for statisti-

cal significance in these results. Our null hypothesis (𝐻0) is that there is no difference in

the percentage of privacy-related reviews retrieved by each privacy keyword between all

domains. The alternative hypothesis (𝐻1) is in favor of the dependency between the do-
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Table 3.2: The results of our indicator keyword extraction process, showing the number of
reviews retrieved by each keyword at each round in each domain along with the number of
privacy-related reviews (shown in parenthesis) identified.

Round Keywords Mental Health Investing Food Delivery

1st privacy, private, security 187 (140) 753 (291) 629 (183)

2nd personal info, permission, user data,
facebook, patient info, bank statement,
bank login, credit card, SSN, social
security

869 (200) 1,805 (586) 1,402 (289)

3rd camera, microphone, GPS, location,
job history, birth

45 (11) 595 (165) 905 (39)

4th driver license, real name, last name,
imei, identification info, email

303 (40) 366 (16) 359 (4)

Total 1,404 (391) 3,519 (1,058) 3,295 (515)

main and the keywords, in other words, the recall of different keywords when retrieving

privacy-related reviews is significantly dependent on the domain. Since we have two vari-

ables (privacy-related and non-privacy-related) and three groups (domains), the degree of

freedom of our test is set to 2 = (2−1)* (3−1). Given this degree of freedom and the con-

fidence levels of 0.001, 0.01, and 0.05, 𝜒2 critical values are set to 13.816, 9.210, and 5.991,

respectively. 𝐻0 will be rejected if the 𝜒2 value is larger than the critical values. The last

column of Table 3.3 shows the chi-square test results and the confidence level for each key-

word. The results show that, for the majority of domain-specific keywords, we can reject

𝐻0 with a confidence level of at least 0.05.

The results also show that the number of privacy-related reviews retrieved by the

generic keywords (e.g., privacy, security, etc.) is not dependent on the application domain.

Most of the reviews that contain the keyword private are not necessarily privacy-related.

For instance, in the food delivery domain, only 23% of the reviews that contain this key-

word raise privacy concerns, commonly appearing in reviews such as, “I live on first floor

first apt in a private building.” The same observation holds for other keywords that are

66



frequently associated with privacy in the literature, such as camera, security, and permis-

sion. For example, users in the food delivery domain use the keyword permission to com-

plain about their orders being canceled without their permission.

In general, the majority of our identified keywords are domain-specific. For exam-

ple, the phrase “last name” appears as one of the main privacy-indicator terms in the

mental health domain. All reviews (100%) that contain “last name” in this domain are

privacy-related. However, in the food delivery and investing domains, less than 10% of re-

views that contain “last name” are privacy-related. We also observe that some keywords

are more domain-specific than others. For example, the term “driver’s license” appears

frequently in the privacy-related reviews of investing apps. Users are mainly complaining

about apps asking for photocopies of their driver’s license, such as, “why do they need pic-

tures of both sides of my driver’s license, they already verified my bank account and who do

they share this information with?” However, none of the reviews that contain this keyword

in the food delivery domain is privacy-related. In general, customers of food delivery apps

use “driver’s license” to ask questions about working for the app, such as, “Can I work

for this app if my driver’s license was out of state?” or complain about drivers, such as, “I

don’t think my delivery kid has a driver’s license.”

The results also show that some keywords are good signals of privacy issues only

in two domains, but are mainly associated with false positives in the third domain. For

example, the keyword GPS is almost always associated with privacy-related issues in in-

vesting and mental health domains. Users in these domains frequently use this keyword to

express concerns about apps tracking their location. However, in the food delivery domain,

users have no issue with delivery apps demanding access to their location to get their food

67



Table 3.3: The percentage of privacy-related reviews in the reviews retrieved by each
keyword in each application domain. The significance of word × domain dependency is
measured using Chi-square (𝜒2), *𝑝 ≤ 0.05, **𝑝 ≤ 0.01, ***𝑝 ≤ 0.001

Keyword Invest. Mntl. Health Food Deliv. 𝜒2

microphone 93% 0% 40% 15.76***

social security / SSN 52% 14% 15% 13.68**

identification info 100% 0% 25% 6.36*

bank login 11% 0% 0% 37.35***

birth 26% 9% 0% 82.67*

camera 23% 0% 11% 15.38*

driver license 35% 0% 0% 1.5

credit card 4% 1% 3% 6.25*

email 2% 13% 0% 59.11***

facebook 15% 23% 2% 29.55***

last name 10% 100% 4% 6.54*

private 30% 55% 23% 15.8***

job history 0% 100% 0% -

imei 0% 100% 0% -

patient info 0% 100% 0% -

location 29% 44% 0% 102.73***

GPS 100% 100% 1% 132.66***

privacy 94% 98% 67% 4.93

personal info 71% 100% 94% 5.18

user data 100% 100% 50% 0.84

security 19% 19% 7% 1.92

permission 4% 27% 3% 3.18

delivered to their address. In general, despite their very common occurrence in the reviews

of food delivery apps, keywords such as GPS and location are not indicative of privacy

concerns in this domain, mainly appearing in reviews such as, “only two restaurants for

my location. horrible!” or “the driver needs to update their GPS to the new map.”

3.4.3. Keyword Co-occurrence Analysis

We observed while labeling the data that domain-specific keywords tend to co-

occur in privacy-related reviews. For example, in the review “it asks for your first and

last name, email address and facebook account. I did not feel comfortable sharing personal
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information”, a privacy concern of using a particular mental health app is expressed us-

ing four indicator terms, “last name”, “email”, “facebook”, and “personal info”. To fur-

ther examine this observation, we calculate the Normalized Pointwise Mutual Information

(NPMI) between the set of privacy indicator terms extracted from our dataset. NPMI is

an information-theoretic measure of information overlap, or statistical dependence, be-

tween two words [140]. Formally, NPMI between two words 𝑤1 and 𝑤2 can be measured as

the probability of them occurring in the same text versus their probabilities of occurring

separately. Assuming the collection contains N reviews, PMI can be calculated as:

𝑁𝑃𝑀𝐼(𝑤1, 𝑤2) =
log2(

𝐶(𝑤1,𝑤2)
𝑁

𝐶(𝑤1)
𝑁

𝐶(𝑤2)
𝑁

)

−𝐶(𝑤1,𝑤2)
𝑁

=
log2(

𝑃 (𝑤1,𝑤2)
𝑃 (𝑤1)𝑃 (𝑤2)

)

−𝑃 (𝑤1, 𝑤2)
(3.1)

where 𝐶(𝑤1, 𝑤2) is the number of reviews containing both 𝑤1 and 𝑤2, and 𝐶(𝑤1) and

𝐶(𝑤2) are the numbers of reviews containing 𝑤1 and 𝑤2 respectively. NPMI is normal-

ized using the negative log-transformed count of the number of times 𝑤1 and 𝑤2 appear

together. If 𝑤1 and 𝑤2 are frequently associated, the probability of observing them to-

gether will be much larger than the chance of observing them independently. This results

in NPMI > 0. If there is no relation between 𝑤1 and 𝑤2, then the probability of observ-

ing 𝑤1 and 𝑤2 together will be much less than the probability of observing them indepen-

dently (NPMI < 0).

The results of our NPMI co-occurrence analysis are shown in Fig. 3.2. The figure

shows the semantic distance between our keywords projected on a 2D map. In the mental

health domain, “email”, “last name”, “GPS”, and “Facebook” commonly co-occur together

in privacy reviews. These keywords retrieved the highest percentage of privacy-related re-

views in the mental health domain (Table 3.3). Similarly, the keywords “SSN”, and “bank
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Figure 3.2: The NPMI distance between extracted privacy-related keywords from our
different application domains.

statement” commonly co-occur in the privacy reviews of investing apps. We further ob-

serve that keywords from different application domains seem to be standing at the same

semantic distance from the seed “privacy”.

In summary, our analysis in this section provides evidence that the keywords used

by app users to express their privacy concerns are domain-specific. Such keywords are

largely derived from the features of the app and its operational characteristics. While

some keywords may provide a strong signal of privacy concerns in one domain, they may

not be indicative of privacy issues in other domains. We also observe that domain-specific

privacy-indicative keywords tend to frequently co-occur together in app reviews. In the

next section, we show how such insights can be leveraged to generate concise summaries of

privacy concerns in mobile app review collections.
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3.5. Review Summarization

The first phase of our analysis has revealed that users’ privacy concerns in mobile

app reviews are commonly expressed using domain-specific vocabulary. Therefore, a one-

size-fits-all approach for detecting privacy concerns across different application domains in

the app store is destined to fail. This problem is further aggravated by the fact that pri-

vacy concerns are sparse, only appear in a small percentage of reviews, and are frequently

overshadowed by more dominant categories of user feedback, such as concerns about the

app’s reliability (e.g., reporting bugs) or usability (e.g., requesting features) [129, 128, 16].

These limitations hinder the ability of supervised learning techniques to detect privacy-

related reviews as sparse categories of data can be easily missed in the training dataset.

The problem also severely affects unsupervised topic modeling techniques, such as LDA,

where generated topics are naturally representative of dominant themes in the data [141].

To work around these limitations, we propose and evaluate an unsupervised

domain-specific approach for summarizing privacy concerns in the mobile app store. Our

approach leverages domain knowledge to point our summarization approach toward the

most prevalent privacy concerns in user reviews. Timely detection and handling of such

concerns can be critical for app survival as recent evidence has shown that privacy-related

reviews are commonly accompanied by negative sentiment and low ratings [128, 16, 142].

3.5.1. Text Summarization

The goal of summarization techniques is to capture the underlying dominant

themes in a text corpus (source text) and represent them as cohesively and concisely as

possible, in other words, to generate meaningful summaries [143, 144]. In the context of
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app reviews, automated summarization techniques are used to assimilate the perspectives

of a large number of users to bring app developers’ attention to any pressing issues that

need to be addressed in future releases [145]. Summarization techniques can be either

extractive or abstractive. Abstractive techniques construct novel descriptions of the

main ideas in a source text. Extractive techniques, however, group together specific key

sentences from the source text to generate a concise summary of the text. Abstractive

techniques are commonly known to be more sophisticated as lexical parsing and para-

phrasing are needed to generate novel and meaningful summaries [146]. Therefore, they

perform better when applied to semantically rich text, such as scientific documents or

news articles. However, user reviews are short and often expressed using informal and

semantically restricted jargon [147, 148], making extractive techniques more effective in

this context.

In general, extractive summarization techniques leverage the frequencies of indi-

vidual words to estimate their importance to the source text [146]. The likelihood that

a sentence from the source text will be considered as a representative summary is posi-

tively correlated to the average perceived importance of its words [144]. In semantically

restricted text collections (e.g., user reviews), where individual text artifacts are short, the

importance of words can be determined using a technique such as Hybrid TF.IDF [149].

TF.IDF consists of two components, Term Frequency (TF) and Inverse Document Fre-

quency (IDF). TF is the raw frequency of a word in a document and IDF is an indica-

tor of how much information this word provides. For a collection of short texts, Hybrid

TF.IDF modifies the TF of words by dividing their frequency by the number of unique

words in the entire text collection (𝑁). This modification is necessary when dealing with
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user reviews as the probability of individual words occurring multiple times in a single re-

view is relatively low. Formally, the Hybrid TF.IDF of a word 𝑤 can be computed as:

𝐻𝑦𝑏𝑟𝑖𝑑𝑇𝐹.𝐼𝐷𝐹 (𝑤) =
𝑓(𝑤,𝑅)∑︀
𝑓(𝑤, 𝑟)

× log
|𝑅|

𝑑𝑓(𝑤)
(3.2)

where 𝑓(𝑤,𝑅) is the term frequency of the word 𝑤 in all reviews,
∑︀

𝑓(𝑤, 𝑟) is the total

number of unique words in the review collection, 𝑅 is the total number of reviews in the

collection, and 𝑑𝑓(𝑤) is the number of reviews that contain 𝑤.

Given the above assumptions, Hybrid TF.IDF—as an extractive summarization

technique—first calculates the importance of individual reviews as the average of their in-

dividual words’ Hybrid TF.IDF values. The algorithm then selects the top 𝐾 most impor-

tant reviews as summaries. To control for redundancy, before a review 𝑟𝑖 is added to the

summary, the algorithm makes sure that 𝑟𝑖 does not have a textual similarity above a cer-

tain threshold with the reviews already in the summary. The textual similarity between

two reviews can be calculated as the cosine similarity between their TF.IDF vectors.

3.5.2. Privacy Review Summarization

Extractive summarization techniques work well for online text corpora [89]. How-

ever, due to their reliance on words’ frequencies, sparse themes in the data tend to be ei-

ther missed or underrepresented in the summary. To work around these limitations, we

alter Hybrid TF.IDF in two ways. First, we adjust the weight of privacy indicator key-

words in each domain to the maximum Hybrid TF.IDF value calculated for the domain.

For example, after removing English stop-words and performing lemmatization, the maxi-

mum Hybrid TF.IDF calculated in the entire set of reviews for the mental health apps in

our dataset is equal to 0.022. This weight is assigned to the list of privacy indicator key-
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words (Table 3.3) identified for this domain, including “Facebook”, “IMEI”, “patient”,

“location”, “email”, “GPS”, “last name”, and “real name”. The same is applied to the

privacy-indicator words identified for the investing domain and the food delivery domain.

In addition, the generic catalog seeds (“privacy”, “private”, and “security”) are also as-

signed to the same maximum weight in each domain.

The second adjustment is related to the way redundancy is controlled in the sum-

mary. To minimize the probability of retrieving reviews raising similar concerns, we en-

force a similarity threshold calculated using the word embeddings of reviews. For a highly

ranked review (based on its average Hybrid TF.IDF score) to be added to the summary,

it has to stand at a specific minimum semantic distance from other reviews already in the

summary. This distance is calculated in classical Hybrid TF.IDF using the cosine similar-

ity between the TF.IDF vectors of reviews. However, relying on the textual similarity be-

tween reviews can lead to information loss. Word embeddings can overcome this problem

by relying on the meaning of reviews rather than their lexical structure.

In our analysis, we use GloVe to calculate the word embeddings of individual re-

views. GloVe [38] is a popular word embedding model that uses the similarities between

words as an invariant to generate their vector representations. In general, word embed-

dings represent individual words in a corpus using multi-dimensional vectors of numeric

values that are derived from the intrinsic statistical properties of the corpus. GloVe ini-

tially constructs a high dimensional matrix of words co-occurrence. Dimensionality reduc-

tion is then applied to the co-occurrence count matrix of the corpus. By applying a matrix

factorization method on the count matrix, a lower dimension matrix is produced, where

each row is the vector representation of a word. To conduct our analysis, we converted the
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list of pre-processed tokens in each user review into a vector of word embeddings using

the pre-trained model of GloVe. We then used the generated word embeddings to repre-

sent the review. Word collection embeddings can be computed using operations on word

vectors, such as their unweighted averaging/summation [68], Smooth Inverse Frequency

(SIF) [69], and Doc2Vec [70, 71]. In our analysis, we used the simple unweighted averaging

method to obtain an embedding for each review in our dataset [69, 73]. Averaging word

vectors has been proven to be a strong baseline for paragraph representation, especially in

cases when the order of words in the text is unimportant [74]. Algorithm 1 describes our

privacy-concern summarization approach.

Algorithm 1 A description of our summarization algorithm.
1: for review 𝑟𝑖 in 𝑅 do ◁ R : reviews in the collection
2: for word 𝑤𝑗 in 𝑟𝑖 do
3: if 𝑤𝑗 ∈ privacy keywords then ◁ is 𝑤𝑗 an indicator keyword?
4: 𝑤𝑗 .weight = 𝑚𝑎𝑥 𝑡𝑓 𝑖𝑑𝑓 ◁ increase the weight
5: else
6: 𝑤𝑗 .weight = Hybrid.TF.IDF(𝑤𝑗) ◁ calculate Hybrid.TF.IDF

7: 𝑟𝑖.total += 𝑤𝑗 .weight ◁ sum up words weights

8: 𝑟𝑖.weight = 𝑟𝑖.total / |𝑟𝑖| ◁ calculate review 𝑟𝑖 weight

9:

10: 𝑅′ = 𝑅.sort(DES) ◁ sort reviews based on their Hybrid TF.IDF
11: 𝑆 = {𝑟0} ◁ add the top ranked review to the summary
12: 𝑐𝑜𝑢𝑛𝑡 = 1 ◁ review length
13:

14: for 𝑟𝑖 in 𝑅′ do
15: if GloVe.similarity(𝑟𝑖, 𝑆) ¡ 𝜆 then ◁ 𝜆: similarity threshold
16: 𝑆.add(𝑟𝑖) ◁ Add 𝑟𝑖 to summary 𝑆
17: 𝑐𝑜𝑢𝑛𝑡++
18: if 𝑐𝑜𝑢𝑛𝑡 == 𝑘 then ◁ 𝑘 is desired summary length
19: break;

3.5.3. Evaluation

To evaluate our proposed algorithm, we summarize a test dataset of reviews col-

lected from a new set of apps sampled from our three application domains. Using a sep-

75



Table 3.4: The test dataset used in our analysis.

Domain App Avg. Rating # of Reviews (1-2 star)

Investing
Wealthfront 4.8 4,437 (320)

Stockpile 4.7 4,412 (999)

Mental Health
eMoods 4.8 1,774 (75)

Happify 4.5 2,393 (783)

Food Delivery
goPuff 4.5 44,397 (8,145)

Delivery.com 4.8 2,661 (823)

Total 60,074 (11,145)

arate test dataset can help to validate our assumptions regarding the generalizability of

our approach over each domain. Our test dataset includes 11,145 low star-rating user re-

views collected from six apps following the inclusion/exclusion criteria described in Sec-

tion 3.3. These apps are the mental health apps eMoods and Happify, the investing apps

Wealthfront and Stockpile, and the food delivery app goPuff and Delivery.com. Table 3.4

describes the apps in our test dataset.

Before generating the summaries, for each of the reviews in our test dataset, En-

glish stop-words (e.g., the, in, will) are removed based on the list of stop-words provided

in NLTK [66]. The remaining words are then lemmatized. We also exclude reviews that

contain less than five words. This step is necessary in order to capture more informa-

tive summaries [127]. Table 3.5 shows the top summary reviews generated using Hybrid

TF.IDF as well as our seeded summarization algorithm for each domain. For page-limit

considerations, we only show the top five reviews. The table also shows the score calcu-

lated for each review and the concern category raised in the review, if any [150].

The results show that the majority of summaries generated by Hybrid TF.IDF con-

tains valid user concerns. However, none of these concerns are privacy-related in any of

the domains. Instead, the top five spots in all three summaries are hijacked by the most
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dominant concerns in each domain, such as the app being inaccessible due to high fees or

being unavailable to conduct a transaction. We further notice that there is a high level of

redundancy in these summaries, even though a relatively low cosine similarity threshold of

0.2 was used. For instance, the summaries generated for the mental health, investing, and

food delivery domains mainly expressed concerns regarding the apps being too expensive,

untrustworthy, or having bad customer service respectively.

A deeper look into the data reveals that the generated Hybrid TF.IDF summary

reviews contain the most important words in the corpus (based on their Hybrid TF.IDF

score). Table 3.6 shows the top 10 words with the highest Hybrid TF.IDF scores in each

application domain. These words appear in the summary reviews in each domain. For ex-

ample, the summary reviews for the food delivery domain contain the words “delivery”,

“time” and “service”, which are the most important in this domain according to their Hy-

brid TF.IDF. In general, none of the domain-specific privacy-related keywords (see Ta-

ble 3.2) are among the top 100 words in our corpora of user reviews. In fact, according to

Hybrid TF.IDF, the keyword privacy is ranked 863, 2045, and 2004 in the mental health,

investing, and food delivery domains, respectively.

Table 3.5 also shows that our proposed seeded summarization approach managed

to overcome Hybrid TF.IDF’s limitations in all application domains. By adjusting the im-

portance of the privacy-related keywords, we raised the probability of the privacy-related

reviews being included in the summary. The table shows that precision of 80%-100% can

be achieved in all domains at 5-review length summaries. We further notice that our gen-

erated summary reviews experience less redundancy than the summaries generated by Hy-

brid TF.IDF. For example, in the mental health domain, four out of the top five reviews
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raise privacy concerns about apps collecting personal information, demanding access to

social media, and sharing user information with third-party entities. In the food delivery

domain, the summary reviews raise concerns about apps collecting personal information,

demanding access to phone contacts, and selling user information to third parties. In gen-

eral, the low redundancy (higher coverage) in the summaries can be attributed to the fact

that word embeddings are used to calculate the pairwise semantic similarity between re-

views rather than relying on the textual similarity of their words. This helps to overcome

the vocabulary mismatch problem affecting Hybrid TF.IDF. For example, the review “I

don’t care how vetted this app is, no way are you getting my social and bank credentials”

is excluded from the summary of investing apps due to having high GloVe similarity with

the summary review “I’m worried because it has my SSN and bank login”. Our analysis

shows that a GloVe similarity score in the range [0.4 - 0.6] can achieve a balance between

minimizing the redundancy of generated summaries and excluding important concerns.

To evaluate the performance of our seeded summarization approach at different

length summaries, we generate summaries of lengths 5, 10, and 15 reviews for each set of

reviews sampled from each of our domains. We assess the performance using two mea-

sures, precision and redundancy. Precision is calculated as the percentage of reviews in the

summary that are privacy related, while redundancy is the percentage of reviews that raise

privacy concerns already raised in the summary. In an ideal scenario, the precision should

always hover around 100% while redundancy should be kept to the minimum (depending

on the number of privacy concerns in the reviews). However, in reality, with more reviews

included in the summary, we should see a drop in the precision and an increase in the re-

dundancy, but with an increase in the recall, or the number of privacy concerns recovered.
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Table 3.6: The top 10 words with the highest Hybrid TF.IDF in each of our application
domains.

Domain Top 10 words

Mental Health pay, free, get, use, try, subscription, money, want, time, trial

Investing stock, market, money, buy, use, trade, get, make, fund, hedge

Food Delivery service, get, delivery, time, food, use, customer, driver, bad, cancel

The results of our analysis are shown in Fig. 3.3. A summary of size 10 seems to

achieve a balance between precision and redundancy. At 10 reviews, we are able to main-

tain a relatively high precision while keeping the redundancy under control. Increasing

the summary length from 5 to 10 in the mental health domain generates 5 more privacy-

related reviews among which three are redundant. However, the review “Really difficult to

delete an account, a violation of privacy” reveals a privacy concern (right to delete) that

is not captured in the summary of size 5. Our analysis shows that setting the summary

length to more than 10 can lead to a sizable drop in precision and a spike in redundancy.

In general, our results indicate that most domains have between 4 - 6 unique pri-

vacy concerns. To confirm this observation, we generate the top 50 summary reviews for

each application domain. Following a systematic coding process similar to the process de-

scribed in Sec. 3.4.1, we categorize the different types of privacy concerns present in these

reviews. The main question to answer is: what types of privacy concerns are raised in

this review? The results are shown in Table 3.7. Among the generated review summaries,

around 28% are not privacy-related. In the mental health domain, the mandatory request

for Facebook credentials or email addresses is the most dominant concern. In the investing

domain, the dominant concern is related to apps requesting access to users’ cameras and

microphones. In the food delivery domain, 22% of generated review summaries are raising
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Figure 3: The performance of our summarization algorithm
at different summary lengths as measured by precision and
redundancy.

In general, our results indicate that most domains have between
4 - 6 unique privacy concerns. To confirm this observation, we
generate the top 50 summary reviews for each application domain.
Following a systematic coding process similar to the process de-
scribed in Sec. 4.1, we categorize the different types of privacy
concerns present in these reviews. The main question to answer is:
what types of privacy concerns are raised in this review? The results
are shown in Table 7. Among the generated review summaries,
around 28% are not privacy-related. In the mental health domain,
the mandatory request for Facebook credentials or email addresses
is the most dominant concern. In the investing domain, the domi-
nant concern is related to apps requesting access to users’ cameras
and microphones. In the food delivery domain, 22% of generated
review summaries are raising concerns about the unnecessary data
collection practices of apps. In general, 4-5 unique privacy concerns
are detected in each domain.

6 DISCUSSION AND IMPACT
Static code analysis of large datasets of apps in the mobile app
market has revealed that the majority of apps do not comply with
the privacy claims in their privacy policies [7, 20, 71]. Apps use
intrusive data collection strategies to harvest more information
than they need. Such information is frequently exploited to build
addictive or habit-forming apps or even shared with third-party
ad agencies [5]. Recent research efforts have been focused on an-
alyzing the privacy practices of mobile apps. The objective is to
inform mobile app users about the potential misuse of their per-
sonal data [71]. However, less effort has been made to keep app
developers up-to-date with their end-users privacy concerns. This
can be mainly attributed to the fact that such concerns are typi-
cally buried within more common types of usability, reliability, or
accessibility concerns.

In this paper, we propose a novel approach for extracting privacy
concerns from mobile app user reviews. Our analysis is conducted
using a large dataset of app reviews collected from multiple appli-
cation domains. Our first observation is that, due to their sparsity,

privacy concerns can be easily missed. Our results also show that
relying on generic keywords, such as privacy or security, often
leads to omission problems, where a large majority of domain-
specific concerns are not correctly identified. Therefore, domain
knowledge should be used to guide automated algorithms toward
privacy-specific issues. Our work in this paper shows that privacy
indicator keywords in an application domain can provide such
knowledge. The idea of using keywords, or linguistic seeds, has
long been used in text processing to address the label scarcity bot-
tleneck [49, 67]. Seeds that are derived from domain knowledge
can guide text classification and topic modeling algorithms towards
critical, but under-represented themes in the data.

In terms of expected manual effort, an argument could be made
about the first phase of our analysis, where privacy-indicator key-
words have to be extracted manually. However, our results show
that using only statistically representative samples of reviews is
enough to extract the most important keywords, where most key-
words should be detected after only a few rounds of manual inspec-
tion. Therefore, the expected manual effort can be less significant
than manually labeling an entire dataset of reviews for supervised
classification tasks.

Based on our findings, we can conclude with a large degree
of confidence that leveraging domain knowledge in text summa-
rization can help to produce more concise and more descriptive
summaries of privacy concerns in mobile app reviews. Summa-
rization techniques have the advantage of being unsupervised; no
large datasets of ground-truth data need to be labeled based on
pre-defined labels (e.g., SUR-Miner [23] and MARS [27]). Generated
summaries can also be more easily interpretable than the results
often generated by standard text classification methods, where clas-
sified reviews need to be individually vetted to extract the most
common privacy complaints present in the reviews. Instead, summa-
rization algorithms only produce a small number of representative
reviews that encompass the main themes in the reviews.

Summarization techniques can also have an advantage over un-
supervised topic modeling techniques, such as LDA. To support
this claim, we examine the performance of LDA in capturing pri-
vacy concerns in our test dataset of reviews [51, 53, 68]. We first
apply text processing to enhance the quality of generated topics. In
particular, we remove non-ASCII characters and URLs and exclude
English stop-words. Lemmatization is applied to the resulting list
of words. LDA hyper-parameter 𝛼 is set to be automatically learned
from the corpus and 𝛽 is set to 1/(number of topics). To ensure the
stability of generated topics, the number of iterations (burnout) for
the sampling process is set to 1000 [21]. To determine the number of
topics, we rely on Gensim’s coherence score. Topic coherence pro-
vides an objective measure to judge how good a given topic model
is. Our analysis shows that, at around 5-8 topics, LDA generates
the most cohesive topics for our dataset.

The most probable five topics generated by LDA for each domain
are shown in Table 8; none of the generated topics seems to encom-
pass any coherent theme related to privacy. For instance, the third
topic generated for the investing apps includes privacy-related key-
words such as “card” and “info”. However, the topic also includes
other irrelevant terms such as “stock” and “time”, which commonly
appear in reviews related to the availability of the service at a spe-
cific time frame. In general, most generated topics point toward

Figure 3.3: The performance of our summarization algorithm at different summary lengths
as measured by precision and redundancy.

concerns about the unnecessary data collection practices of apps. In general, 4-5 unique

privacy concerns are detected in each domain.

3.6. Discussion and Impact

Static code analysis of large datasets of apps in the mobile app market has revealed

that the majority of apps do not comply with the privacy claims in their privacy poli-

cies [10, 151, 7]. Apps use intrusive data collection strategies to harvest more informa-

tion than they need. Such information is frequently exploited to build addictive or habit-

forming apps or even shared with third-party ad agencies [152]. Recent research efforts

have been focused on analyzing the privacy practices of mobile apps. The objective is

to inform mobile app users about the potential misuse of their personal data [7]. How-

ever, less effort has been made to keep app developers up-to-date with their end-users pri-

vacy concerns. This can be mainly attributed to the fact that such concerns are typically

buried within more common types of usability, reliability, or accessibility concerns.
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Table 3.7: The most common privacy concerns raised in the generated summaries (length
of 50 reviews) for each of our subject application domains and their occurrences (Occ).

Dataset Concern Occ.

Mental
Health

Requesting email/Facebook data 30%

Asking for sensitive information before the free trial 20%

Collecting patient information (health info, job history, lastname) 16%

Requesting unnecessary permissions (location, device data) 12%

Sharing and selling users’ data 8%

Other 12%

Not privacy-related 24%

Investing

Requesting access to camera and microphone 26%

Collecting identification information (SSN, birthdate, driver’s license) 24%

Collecting Financial information (bank statements, income, tax info, login info) 22%

Other 10%

Not privacy-related 30%

Food
Delivery

Asking for personal information before trial use 22%

Requesting unnecessary permissions (microphone, camera, contacts) 20%

Asking for users’ credit card information 10%

Selling and sharing personal information to third parties 10%

Other 8%

Not privacy-related 32%

In this chapter, we propose a novel approach for extracting privacy concerns from

user reviews. Our analysis is conducted using a dataset of app reviews collected from mul-

tiple application domains. Our first observation is that, due to their sparsity, privacy con-

cerns can be easily missed. Our results also show that relying on generic keywords, such

as privacy or security, often leads to omission problems, where the majority of domain-

specific concerns are not identified. Therefore, domain knowledge should be used to guide

automated algorithms toward privacy-specific issues. Our work in this chapter shows that

privacy indicator keywords in a domain can provide such knowledge. The idea of using

keywords has long been used to address the label scarcity bottleneck [153, 141]. Seeds that

are derived from domain knowledge can guide text classification and topic modeling algo-

rithms towards critical, but under-represented themes in the data.
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In terms of expected manual effort, an argument could be made about the first

phase of our analysis, where privacy-indicator keywords have to be extracted manually.

However, our results show that using only statistically representative samples of reviews is

enough to extract the most important keywords, where most keywords should be detected

after only a few rounds of manual inspection. Therefore, the expected manual effort can

be less significant than manually labeling an entire dataset of reviews for supervised classi-

fication tasks.

Based on our findings, we can conclude with a large degree of confidence that

leveraging domain knowledge in text summarization can help to produce more concise and

more descriptive summaries of privacy concerns in mobile app reviews. Summarization

techniques have the advantage of being unsupervised; no large datasets of ground-

truth data need to be labeled based on pre-defined labels (e.g., SUR-Miner [154] and

MARS [122]). Generated summaries can also be more easily interpretable than the results

often generated by standard text classification methods, where classified reviews need

to be individually vetted to extract the most common privacy complaints present in the

reviews. Instead, summarization algorithms only produce a small number of representative

reviews that encompass the main themes in the reviews.

Summarization techniques can also have an advantage over unsupervised topic

modeling techniques, such as LDA. To support this claim, we examine the performance

of LDA in capturing privacy concerns in our test dataset of reviews [33, 27, 155]. We first

apply text processing to enhance the quality of generated topics. In particular, we remove

non-ASCII characters and exclude English stop-words. Lemmatization is applied to the re-

sulting list of words. LDA hyper-parameter 𝛼 is set to be automatically learned from the

83



corpus and 𝛽 is set to 1/(number of topics). To ensure the stability of generated topics,

the number of iterations (burnout) for the sampling process is set to 1000 [77]. To deter-

mine the number of topics, we rely on Gensim’s coherence score. Topic coherence provides

an objective measure to judge how good a given topic model is. Our analysis shows that,

at around 5-8 topics, LDA generates the most cohesive topics for our dataset.

The most probable five topics generated by LDA for each domain are shown in Ta-

ble 3.8; none of the generated topics seems to encompass any coherent theme related to

privacy. For instance, the third topic generated for the investing apps includes privacy-

related keywords such as “card” and “info”. However, the topic also includes other irrele-

vant terms such as “stock” and “time”, which commonly appear in reviews related to the

availability of the service at a specific time frame. In general, most generated topics point

toward issues that have been detected by classical Hybrid TF.IDF, including issues related

to apps being expensive, such as the topic {get, time, work, free, try, make, pay, money,

version, one} generated for the set of investing apps, or bad customer service, such as

the topic {service, order, customer, available, never, area, deliver, time, restaurant, item}

generated for the set of food delivery apps. These results can be largely attributed to the

sparsity of privacy reviews (topics) in the data and their limited length [111, 78, 87]. Prior

evidence has shown that LDA does not perform well when the input documents are short

in length [111, 78, 87]. This leads LDA to downgrade topics related to privacy in favor of

more prevalent topics, such as usability or reliability.

In terms of impact, our work in this chapter bridges an important gap in mining

mobile app users’ privacy concerns. Our expectation is that such information can help app

developers to adjust their release engineering strategies to mitigate their end users’ privacy
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Table 3.8: The top five topics generated by LDA for the app reviews in our test dataset.

Dataset Topics Most probable words

Mental
Health

Topic 1 get, time, work, free, try, make, pay, money, version, one

Topic 2 time, use, pay, free, even, like, mood, need, activity, month

Topic 3 pay, game, money, day, log, happiness, option, email, account, version

Topic 4 like, time, better, work, get, make, way, pay, subscription, feel

Topic 5 work, people, like, money, time, free, premium, help, great, happy

Investing

Topic 1 account, money, stock, even, fee, get, take, time, day, bank

Topic 2 stock, money, day, account, sell, bank, customer, market, trade

Topic 3 account, stock, time, money, buy, bank, card, log, back, sell

Topic 4 stock, trade, time, price, money, buy, fee, make, use, email

Topic 5 account, bank, get, service, email, money, customer, stock, use, still

Food
Delivery

Topic 1 use, order, work, time, even, get, like, service, address, screen

Topic 2 area, deliver, order, get, time, say, number, still, phone, email

Topic 3 service, order, customer, available, never, area, deliver, time

Topic 4 order, time, hour, deliver, never, minute, get, driver, service, food

Topic 5 deliver, order, price, item, get, like, time, driver, customer, food

concerns and sustain their trustworthiness [119, 120, 121, 142]. This can be very critical

for domains such as public health, where apps typically demand access to more personal

information than the average app. For instance, health departments across the world have

been using virus-tracking mobile apps to track down Covid-19 outbreaks. However, re-

cent surveys have shown that a large percentage of the world population abstained from

installing these apps due to privacy and mistrust concerns [156, 157]. Addressing these

concerns can enhance these apps’ adoption rates, thus contributing to the world’s ongoing

effort to fight the Covid-19 pandemic [158].

3.7. Threats to Validity

The study presented in this chapter has several limitations that could potentially

limit the validity of the results. The main threat to the external validity of our study

stems from the fact that only the top apps from three application domains were consid-

ered in our analysis. This could limit the generalizability of our results over other apps,
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domains, or even less popular apps from these domains. However, given their large user-

bases, popular apps often receive significantly more feedback than less-popular apps [159].

Therefore, privacy issues are more likely to manifest over these apps than smaller ones.

Furthermore, we evaluated our approach over an unseen-before test dataset of apps. This

has helped to enhance the confidence in the external validity of our approach.

A potential threat to the internal validity of our study might originate from the

fact that, in the first phase of our analysis, domain experts were used to manually label

privacy-related reviews and privacy indicative keywords. To enhance the validity of this

process, a discussion session was held before running the labeling sessions to make sure

that all experts were clear on their assignments and that all of their questions and con-

cerns were addressed. These sessions included labeling samples of reviews to test-run our

procedure. Furthermore, each expert only had to examine a statistically representative

sample of reviews if the number of retrieved reviews was more than 300. No time con-

straint was enforced to minimize fatigue. Overall, these measures helped to preserve the

integrity of the manually-labeled data; a small conflict rate of ∼ 5% was detected between

domain expert classifications.

Other internal validity threats might arise from the app review sampling process.

In particular, we only included low-rating reviews in our analysis. This might have led

to the exclusion of some informative reviews from the data. However, as recent evidence

has shown, reviews expressing user concerns, and especially privacy concerns, are often

associated with low star-ratings [16, 160, 141]. Therefore, excluding high rating-reviews is

highly unlikely to lead to concern omission.
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3.8. Conclusion

In this chapter, we proposed a novel unsupervised summarization approach for de-

tecting privacy concerns in mobile app reviews. In the first phase of our analysis, we used

an iterative word generation process to extract keywords indicative of privacy issues in

three different mobile app domains. Our analysis showed that users in different applica-

tion domains use different vocabulary to express their privacy concerns. This vocabulary

is mainly related to the features of the app and its operational characteristics. In the sec-

ond phase of our analysis, extracted keywords were used as seeds to help Hybrid TF.IDF,

a generic text summarization technique, extract privacy-related reviews. Our evaluation

showed that seeding Hybrid TF.IDF with domain-specific keywords helped to generate

privacy-focused summaries. The results also showed that using word embeddings to calcu-

late the semantic similarity between extracted summary reviews reduced the redundancy

of generated summaries for each application domain. Our proposed approach is intended

to help mobile app developers working in agile teams to quickly and accurately identify

the most pressing privacy issues in their domain of operation, and ultimately, propose de-

sign solutions to mitigate these issues and enhance their chances of survival.

The work presented in this chapter will be extended along three main directions.

First, we will continue to evaluate the proposed approach against other existing ap-

proaches and over other application domains. Our objective is to generate catalogs of

comprehensive taxonomies and even NLP patterns that are indicative of privacy issues in

the mobile app market [161]. Second, the generated taxonomies will be used to system-

atically tune different text summarization, modeling, and classification techniques and
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identify near optimal configurations (e.g., summary length, similarity thresholds, etc.) to

calibrate these techniques. Third, working prototypes will be developed to assess, through

longitudinal studies, the usability and long-term practical significance of our approach.

Ultimately, our objective is to help app developers understand how their end-users per-

ceive their app’s privacy practices and how these practices can impact their ratings and

retention rates [142].
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Chapter 4. Privacy Labels

Mobile applications (apps) are expected to disclose their data collection practices in

their privacy policies. However, in reality, these policies are often verbose and difficult to

understand, leaving sensitive user data vulnerable to privacy violations. To address these

concerns, mobile app stores have recently rolled out a new form of privacy labels. These

labels are intended to help app users understand the privacy practices of their mobile apps

using simplified notations. In this chapter, we qualitatively analyze such labels across mul-

tiple application domains. Our analysis is conducted using a dataset of 90 apps, sampled

from the domains of ride-hailing, mental health, and investing. In the first phase of our

analysis, we explore the information value of privacy labels in the Apple App Store. We

further measure the discrepancies between apps’ privacy policies and their declared data

labels. Our analysis shows that privacy labels can be used to compare the data collection

practices among different application domains and detect privacy outliers in individual do-

mains. Our analysis also exposes several types of inconsistencies between apps’ privacy la-

bels and their data collection claims in their privacy policies. Based on these findings, we

propose several design strategies to help app stores enhance the utility and effectiveness of

their privacy label systems.

4.1. Introduction

Mobile applications (apps) have become an integral part of our daily lives, chang-

ing the way we communicate, socialize, manage our finances, exchange information, eat,

sleep, and exercise. However, in order for them to operate, apps constantly demand ac-

cess to sensitive user information, including their geo-locations, usage patterns, financial
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information, and health status data. Mobile app stores require all their hosted apps to

provide privacy policies in which their data practices are described and justified [11]. Pri-

vacy policies are expected to provide information about the types of data apps collect, and

how such data is being used, shared, transferred, and protected [151, 56]. However, in re-

ality, such policies are often verbose, ambiguous, and jargon-heavy, making them difficult

to understand by the average app user [7, 162]. To overcome these limitations, app stores

have recently rolled out a new form of privacy labels. Similar to food nutrition labels, app

developers can use privacy labels to declare the types of sensitive user data their apps col-

lect. For example, the Apple App Store lists 14 different data types that apps may collect,

such as location, search history, and contact information (e.g., Fig. 4.1). App developers

have to declare the exact categories of data their apps collect before publishing their apps

on the App Store, thus help their end-users get a sense of their privacy practices before

downloading the app. According to Apple, “users can learn about some of the data types

the app may collect, and whether that data is linked to them or used to track them.”

In this chapter, we present an in-depth analysis of privacy labels in the Apple App

Store. Our analysis is conducted using a dataset of 90 apps, sampled from the domains of

mental health, ride-hailing, and investing apps. Apps in these data-driven domains rely

heavily in their operation on users’ willingness to share their private information with

their apps. In our analysis, we explore how such apps express their data collection prac-

tices using privacy labels, investigate how these practices differ across application domains

and within the same domain, study apps that are considered privacy outliers in their do-

mains, and expose different types of inconsistencies between apps’ privacy policies and

their declared privacy labels.
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Data Used to Track You Data Linked to You Data Not Linked to You

The following data may be used to track you 
across apps and websites owned by other 

companies:

The following data may be collected and linked 
to your identity:

The following data may be collected and linked 
to your identity:

The following data may be collected but it is 
not linked to your identity:

Purchases Financial Info

Location Contact Info

Search History

Identifiers

Diagnostics

Browsing History

Usage Data

Purchases Financial Info

Location Contact Info

Search History

Identifiers

Diagnostics

Browsing History

Usage Data

Contacts

User Content

Financial Info Contact Info

Usage Data User Content

Figure 4.1: Grab app’s privacy labels on the Apple Apple Store.

Based on our analysis, we suggest several design strategies to help app stores pre-

serve the credibility and utility of their label systems. Our suggestions take the form of

visual nudges that are designed to steer app users towards apps that preserve their pri-

vacy, and at the same time, prompt app developers to keep their data collection practices

in-check. Recent evidence has revealed that apps that do not explicitly address their end-

users’ privacy concerns are often abandoned, or even deleted, by users [163, 156, 157, 164].

The remainder of this chapter is organized as follows. Section 4.2 motivates our

research and describes our contributions. Section 4.3 describes our subject application do-

mains and our experimental dataset. Section 4.4 presents our qualitative analysis of the

privacy labels of apps in our dataset. In Section 4.5, we analyze our apps’ privacy policies

and measure their alignment with their privacy labels. Section 4.6 discusses our key find-

ings and their potential practical implications on app store design. Section 4.7 addresses

the main limitations of our study. Finally, in Section 4.8, we conclude the chapter and de-

scribe our future work.
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4.2. Background

The concept of privacy labels was first introduced in 2009 by Kelley et al. [165,

166]. The authors suggested using some sort of nutrition labels to help websites better

communicate their privacy policies with their end-users using visually appealing formats,

or labels. In 2020, the Apple App store has rolled out its privacy labels (a total of 14 data

types), demanding all app developers to self-declare their data consumption practices to

their users. For example, Fig. 4.1 shows the privacy labels for the app Grab, a mobile app

which provides its users with transportation, food delivery, and digital payment services.

The labels, as they appear on the Apple App Store, are categorized into three main cate-

gories: Data Used to Track you, Data Linked to You, and Data Not Linked to You. These

categories are intended to bring users’ attention to the most sensitive types of information

the app collects and how they are being used, or potentially abused.

While the research on mobile app privacy policies has made significant progress

in recent years [10, 7, 162], the research on privacy labels is still in its early stages. Li et

al. [167] conducted a series of interviews with 12 iOS app developers to identify the chal-

lenges they face when filling out the privacy labels of their apps. The results revealed that

app developers, in general, viewed privacy labels as being helpful to users and developers.

However, filling out these labels was perceived to be a challenging task due to label am-

biguity and misunderstanding of Apple’s definition of some of these labels, especially for

apps that collect various types of user data. In terms of errors, the authors found common

occurrences of false negatives (under-reported data practices) and false positives (report-

ing more data types than they actually collect). In a follow-up study, Li et al. [168] ex-
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amined how well iOS developers complied with the new privacy requirement of the Apple

App Store. The authors collected weekly snapshots of privacy labels of 1.4 million apps

from April 2021 to November 2021. A qualitative analysis of the data showed that 51.6%

of apps did not fill out their privacy labels and 5.8% of apps never updated their privacy

labels. In another related study, Xiao et al. [169] presented Lalaine, a methodology to

evaluate the data-flow to privacy-label consistency. The authors used dynamic analysis to

identify inconsistencies between the actual data practices and privacy labels on a sample

of 6,332 apps. The results showed that 64% of analyzed apps collected several data types

without any disclosure in their privacy policies or labels, and 45% of apps did not fully

disclose the full purpose for collecting one or more of their data types.

Building upon this line of research, in this chapter, we conduct a first-of-its-kind

domain-specific analysis of privacy labels in the App Store. In particular, we measure the

extent to which such labels can be used to understand and compare the privacy practices

of apps across multiple domains and explore ways for improving their credibility and util-

ity. Our main motivation is to propose design strategies to help app stores nudge their

users to make more privacy-aware app selection decisions. Digital Nudging theory posits

that it is possible to architect a digital choice environment in a way that individuals can

enjoy the freedom of choice but are “nudged” towards choices that are more beneficial for

them or society in general [170]. The choice architecture is the context in which people

make decisions, namely a manipulated choice environment [171]. Drawing on the main

principles of digital nudging, our analysis aims to architect a choice environment (app pri-

vacy label system) that is optimized to direct users towards apps that preserve their pri-

vacy. To achieve this goal, in this chapter:
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� We investigate the types of information that can be learned about apps from their

privacy labels, including how these labels differ among application domains and

within the same domain. Our goal is to help mobile app users identify privacy out-

liers in their domain of interest as well as help app developers to learn the privacy

practices of their domains, thus adjust privacy practices to avoid being an outlier.

� We compare the privacy claims of apps as declared in their privacy policies to their

marked privacy labels. Our objective is to identify and classify the types of errors

in data label reporting and help app developers align the data collection claims in

their privacy policies with their privacy labels.

� We propose several design suggestions to help app stores enhance the overall utility

and effectiveness of their privacy label systems.

4.3. Subject Domains and Dataset

The objective of our analysis is to study the privacy practices of mobile apps across

and within different application domains through their privacy labels. To conduct our

analysis, we curated a dataset of 90 mobile apps from three application domains in which

apps commonly operate on sensitive user information. In what follows, we describe the

privacy practices of apps in these domains.

4.3.1. Ride-Hailing

Ride-hailing apps, such as Uber and Lyft, have transformed the way we travel by

providing a convenient on-demand model for connecting drivers and riders [172, 173]. Sim-

ilar to other types of sharing (gig) economy apps, privacy in the ride-hailing domain is a
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compounded concept, including interrelated concerns of data and physical privacy [174].

Fig. 4.2 shows the different channels of data exchange in a typical ride-hailing transac-

tion [175]. To be approved as a service provider (e.g., Uber driver), users need to disclose

their personally identifiable information (PII) to ride-hailing companies (e.g., Uber or

Lyft), including their legal names, addresses, and pictures along with information about

their personal assets, such as their vehicle information and their preferred working hours.

Service consumers (e.g., Uber riders) also need to share their PII and financial information

with ride-hailing companies in order for their service requests to be approved. Ride-hailing

companies use this information to mediate their transactions and charge for the service.

Some of this information is also made available to service providers and receivers to facili-

tate identification offline.

Recent analysis of the privacy practices of ride-hailing apps has revealed that these

apps often operate under vague privacy policies [176, 174]. Major concerns are also fre-

quently raised about their invasive geo-location tracking along with concerns about in-

ferring riders’ routine habits and consumer preferences [176]. Recent evidence has fur-

ther revealed that such concerns can translate into attacks on physical privacy, including

driver/rider harassment, stalking, and abduction [177, 174].

4.3.2. Mental Health

Mental health apps have gained considerable popularity among patients and doc-

tors over the past decade. Such apps generate behavioral interventions to help their users

deal with a variety of mental illnesses, including depression, anxiety, addiction, and eating

disorders. In fact, the availability of such apps has been found to reduce barriers to access-
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Figure 4.2: A summary of data exchange between users and companies of sharing economy
apps [175].

ing mental health services, including the high cost and negative stigma commonly associ-

ated with receiving treatment for mental illness [178]. Over the past two years, the global

health crisis that was caused by the Covid-19 pandemic has led to a significant spike in

the number of active users of mental health apps. People frequently resorted to these apps

as a safer and inexpensive alternative to help them cope with the mental consequences of

social isolation, unemployment, and economic hardships [137, 138].

Despite their benefits, major concerns are often raised about the transparency of

mental health apps when it comes to their data collection practices [50]. In particular, to

deliver tailored health interventions, these apps need to collect sensitive medical informa-

tion from their users about the status of their mental health. This poses a substantial risk

to users’ privacy as leaking this type of information can have serious repercussions on their

personal and professional lives. However, recent studies have revealed that the majority of

mental health apps either do not take necessary measures to preserve their users’ privacy

or share their data with undeclared third-parties [179]. In addition, their privacy policies

are often too difficult to understand by the average user [180].
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4.3.3. Investing apps

Investing apps have become increasingly popular in recent years due to the increas-

ing interest in cryptocurrency trading. Zero-commission trading fees and continuous media

coverage have brought in millions of new first-time traders. For example, one of the most

popular investing apps, Robinhood, reported that close to six million new users joined the

platform in 2021. In order for them to mediate financial transactions, investing apps de-

mand access to large amounts of investors’ data, including their Social Security Numbers

(SSN), credit card information, and bank account information. While this information is

necessary to prevent fraud and verify the legitimacy of online trades [181], the leak of such

data can expose users to substantial financial and personal risks [182].

4.3.4. Experimental dataset

Our data collection took place in June of 2022. We identified the top-100 apps in

the categories of Finance (Investing), Travel (Ride-hailing), and Health&Fittness (Mental

Health) on the Apple App Store. Only apps that reported collecting data types in their

privacy labels were included. In addition, for an app to be included in our analysis, we

only considered apps with 1,000 reviews or more. This number of reviews was used as a

signal that the app has a sizable userbases. Furthermore, apps without a public privacy

policy were excluded. For the investing domain, banking “all-in-one” apps were excluded

as the majority of these apps did not provide investing services. In the Health&Fitness

category, physical health apps that did not explicitly support mental health were excluded.

After examining and ranking the top 100 apps in each category, we selected the top 30

apps in each application domain. Table 4.1 shows these apps along with their popularity,
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Table 4.1: A description of our dataset.

Domain #Apps Avg. Rating Reviews[Min, Average, Max] Installs[Min, Average, Max]

Ride-hailing 30 4.4 [1K, 424K, 9M] [1.8K, 60M, 751M]

Investing 30 4.3 [1.2K, 301K, 4M] [19K, 3.4M, 18M]

Mental Health 30 4.7 [1.1K, 104K, 1.3M] [0.7K, 4.4M, 48M]

measured as the number of reviews they received, their average rating on the Apple App

Store, and the number of installs from Google Play.

4.4. Analysis

In this section, we analyze the privacy labels of apps in our dataset at inter and

intra application domain levels. Our objective is to explore how these labels are used by

different apps in different application domains.

4.4.1. Inter-Domain Analysis

Under this phase of our analysis, we explore how apps in different application do-

mains utilize privacy labels. To conduct this analysis, we track the data types declared by

each app in each of our subject domains along with the justification provided for collect-

ing each type, if any. Fig. 4.3 shows the number of apps that collect each data type in the

ride-hailing, investing, and mental health domains. The table also shows the significance

of the dependency between the domain and the data type.

Towards the bottom of Fig. 4.3, we notice that there are several data types that

are collected by almost all apps in all domains. These types include contact info, identi-

fiers, diagnostics, and usage data. Furthermore, as expected, there are several data types

that are domain specific. For example, Health&Fitness data is only collected by mental

health apps (n = 15). These apps mainly operate on users’ mental health information,

thus collecting this type of data is justified. Financial data is mainly collected by invest-
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Private Data RideHailing Investing Mental Health

Browsing History 1 3 3 1.23
Sensitive Info 4 3 3 0.22

Health & Fitness 0 0 15 36***

Contacts 11 3 2 11.09**

Other Data 7 7 4 1.25

Search History 15 10 8 3.73

Financial Info 15 20 1 26.94***

Purchases 9 15 16 3.87

Location 29 10 13 28.51***

User Content 21 18 15 2.5

Contact Info 28 23 21 5.41

Identifiers 25 27 27 0.82

Diagnostics 26 29 24 3.93

Usage Data 24 28 28 3.6

𝝌𝟐

Figure 4.3: The number of apps collecting each data type in our different application
domains. The significance of the dependency between the data type and the domain is
measured using Chi-square (𝜒2), *𝑝 ≤ 0.05, **𝑝 ≤ 0.01, ***𝑝 ≤ 0.001).

ing (n = 20) and ride-hailing (n = 15) apps. Investing apps frequently request access to

users’ financial information, including payment information, tax documents, bank state-

ments, and income to provide a variety of investing-related services, such as money with-

drawal, depositing, and tax returns. Half of the apps in the ride-hailing domain (n = 15)

declare access to their users’ financial information (i.e., payment information). In general,

this practice is justified to process payments. In the mental health domain, only one app,

Sanvello, declares a demand for user financial information. Sanvello claims that it collects

users’ payment information for functionality purposes. However, the privacy policy of this

app does not justify why such information is needed.

Users contacts (address book) information is mostly collected by ride-hailing apps

(n = 11). These apps request access to their users’ contacts to “help you refer friends” or

“add an emergency contact”. Only two mental health and three investing apps demand

access to users’ contacts. For instance, the mental health app Simple Habit justifies ac-

cessing users’ contacts to allow users “to provide information about your friends through
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our referral services.” Browsing history and sensitive user information are the least col-

lected data types in all domains. Only three investing, three mental health, and one ride-

hailing apps collect and link users browsing history to their identities for product person-

alization, analytics, and advertising purposes. The ride-hailing app Grab is the only app

that collects browsing history information, but without providing any justification for why

such data is actually collected. Sensitive information (e.g., racial or ethnic data, sexual

orientation, and disability) is another data type that is accessed by only three or four apps

in each domain. For instance, Bridj—a booking and fleet management ride-hailing app—is

the only app providing justification for collecting such information. According to Bridj’s

privacy policy, the app collects information about users’ mobility and accessibility needs

“to assist service providers to provide mobility and transportation solutions.”

Location information is another popular data type that is collected by several apps

in each domain. Out of the ride-hailing apps in our dataset, 25 apps access users’ pre-

cise location to search for nearby rides and facilitate accurate pickup and drop-off. Only

10 apps in the investing domain ask for users’ location. Four of these apps collect users’

coarse (approximate) location and the other apps (n = 6) request users coarse and precise

location. For instance, the investing app Betterment requests that users enable their lo-

cation feature “to provide you with cash back offers in your vicinity”. The mental health

apps in our dataset do not demand access to users’ precise location, only 13 apps access

users coarse location for marketing purposes or for improving users overall experiences.

However, no further information is provided on how user experience is exactly improved.

We use Chi-square (𝜒2) to measure if the number of apps collecting each data type

varies significantly among the different domains. Our null hypothesis 𝐻0 is that there is no
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difference in the number of apps that collect a specific data type between all domains. The

alternative hypothesis 𝐻1 is in favor of the dependency between the data type and the

domain. Since we have two variables (the number of apps that collect a specific data type

and the number of apps that do not) and three groups (domains), the degree of freedom in

our test is set to 2 = (2 - 1) * (3 - 1). Given this degree of freedom and a confidence level

of 0.001, 0.01, and 0.05, 𝜒2 critical values are set to 13.816, 9.210, and 5.991, respectively.

Fig. 4.3 shows the results. For the data types Health&Fitness, Contacts, Financial Info,

and Location, we can reject 𝐻0 with a confidence level of at least 0.01.

In addition to the general data types, we also analyze the sub privacy types de-

clared by each app in each domain. Fig. 4.4 shows the number of apps collecting each sub-

type of users’ private information in our different application domains. The figure shows

that, in the ride-hailing domain, phone number is the most collected sub-type of contact

information, while in the investing and mental health domains, email address and name

are respectively the most collected sub-types of contact information. When it comes to

location, the majority of ride-hailing apps (n = 26) demand access to precise user loca-

tion. Only six apps in the investing domain require access precise location, and none of

the mental health apps demand access to this sub-type. User Content is another data type

that seems to vary at a sub-type level. This type includes the sub-types of user generated

data, such as their text messages, photos or videos, audio data, voice or sound recordings,

gaming data, and customer support data generated by the user during a customer support

request. Our analysis shows that almost half of the ride-hailing (n = 14) and investing (n

= 16) apps collect users photos and videos. However, only three mental health apps re-

quire this particular sub-types of user content.
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Data Type Sub-type Ride-hailing Investing Mental Health
Browsing History Browsing History 1 3 3

Email Address 26 23 20
Name 25 22 20
Phone Number 27 19 2
Physical Address 15 18 1
Other 4 8 2

Contacts Contacts 11 3 2
Crash Data 27 28 23
Performance Data 20 25 17
Other 18 18 9
Payment info 16 16 1
Other 1 17 0
Credit info 2 0 0
Health 0 0 13
Fitness 0 0 2
User ID 24 26 26
Device ID 24 21 23
Coarse 18 9 13
Precise 26 6 0

Other Data Other Data 7 7 4
Purchases Purchase History 9 15 16
Search History Search History 15 10 8
Sensitive Info Sensitive Info 4 3 3

Product Interaction 23 29 27
Advertising Data 7 10 8
Other 7 10 4
Customer Support 16 15 9
Photos or Videos 15 14 3
Other 4 6 9
Audio Data 6 3 2
Emails or Text Messages 3 2 0
Gameplay Content 0 0 1

Location

Usage Data

User Content

Number of of apps collecting each data type

Contact Info

Diagnostics

Financial Info

Health & Fitness

Identifiers

Figure 4.4: The number of apps collecting each data type and sub-type in each of our
subject application domains.

To get further insights into the difference between the different domains, we exam-

ine the number of data types that are tracked (may be used to track users), linked (may

be linked to the user’s identity), and not linked to users’ in each domain. The results are

shown in Fig. 4.5. We observe that the way some data types (highlighted in the table) are

utilized varies significantly within the same domain. For example, in the ride-hailing do-

main, diagnostics are linked to users identity in 17 apps, while 12 other apps collect such

data but do not link it to their users. Similar patterns can be observed in other domains.
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Tracked Linked Not Linked Tracked Linked Not Linked Tracked Linked Not Linked
Browsing History 1 1 0 1 3 0 0 2 0
Contact Info 5 26 4 3 22 2 3 20 2
Contacts 0 7 6 0 3 0 0 0 2
Diagnostics 3 17 12 0 16 17 1 14 13
Financial Info 3 14 3 0 18 2 0 1 0
Health & Fitness 0 0 0 0 0 0 0 13 3
Identifiers 15 22 5 10 24 5 5 25 6
Location 4 23 8 2 10 1 1 10 3
Other Data 1 6 1 1 3 4 0 3 1
Purchases 3 9 0 3 15 0 3 13 2
Search History 2 9 6 2 8 2 0 7 0
Sensitive Info 0 4 0 0 3 0 0 3 0
Usage Data 9 21 7 7 22 6 4 22 7
User Content 1 17 4 0 18 2 0 13 1
Sum 47 176 56 29 165 41 17 146 40

Ride-hailing Investing Mental Health

Figure 4.5: The number of apps tracking, linking, and not linking each data type in each
of our subject application domains.

According to the App Store, diagnostic data includes crash and performance data. While

collecting this specific type of data is expected, it is not clear either in their label justifica-

tion or privacy policies why almost half of the apps in our dataset link diagnostic data to

their end-users’ identity.

Summary - While there are some data types that are commonly collected by al-
most all apps in all domains, each domain has its own defining data types that are re-
lated to its core functionality. Some data types are more linked to users’ identity across
all domains than others. Furthermore, apps in different domains and within the same
domain can vary in the sub-types of private user information they collect.

4.4.2. Intra-Domain Analysis

The goal of our intra (within) domain analysis is to expose apps that do not con-

form to the privacy standards of their domains. In other words, apps that collect less or

more data types than the average app in the domain. We refer to those apps as privacy

outliers. To conduct such analysis, we generate a distribution graph for the number of

data types collected by each app in our dataset. The results are shown in Fig. 4.6. In gen-
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Figure 4.6: The distribution of the number of data types collected by apps in our subject
application domains.

eral, apps within the same domain tend to follow a normal distribution when it comes to

the number of data types they collect/declare. To simplify our analysis, we consider any

app that collects three or less (≤ 3) or ten or more (≥ 10) data types in each domain to

be an outlier. Table 4.2 shows the distribution of apps in each domain. Ride-hailing apps

collect on average 7.1 data types. When considering the left side of the bell curve, we find

that the apps Curb, Rapido, Veyo, and zTrip declare collecting only two types of infor-

mation: Users’ Location and Contact Information. On the other end of the curve, we find

that six apps collect 10 or more types of user data.

In the investing domain, apps declare on average collecting 6.4 data types. A total

of five apps declare collecting three or less data types. For instance, the investing apps

Personal Capital and BitMart only collect diagnostics, users/devices identifiers, and usage

data. However, in the same domain, four apps access more than 10 types of user private

information. Stockpile and Robinhood are among these apps, declaring the collection of

some data types (e.g., location and contacts) that are not commonly collected by other

apps in the domain.
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Table 4.2: Privacy outlier apps (collect more than 9 or less than 4 data types) in our
dataset.

Domain Apps collected ≤ 3
data types

Apps collected > 3 and < 10 data
types

Apps collected ≥ 10
data types

Ride-hailing Curb, Rapido, Veyo,
zTrip

Beat, Bussi, Flywheel, Wingz, ADO,
Empower, Moovit, Cabify, Revel, 99,
BalBlaCar, Bolt, DiDi Rider, Hop-
SkipDrive, Urbvan, Via, Waze, Gett,
kakao, Scoop

Bridj NSW, MyBlue-
bird, Ola, Grab, Uber,
Lyft

Investing Personal Capital,
IBKR, BitMart,
E*Trade, MarketSim

BlockFi, Public.com, Thinkorswim,
Titan, Power E*trade, Rally Rd.,
Gemini, Wealthfront, Betterment, In-
vest&Tarde, Schwab, TD Ameritrade,
Wealthsimple, Webull, Atom Finance,
KuCoin, Stash, Vanguard, Fidelity
Spire, Acrons, Fidelity Investments

Stockpile, Stocktwits,
Uphold, Robinhood

Mental Health What’s up, Mood-
Mission, Talkspace,
BetterHelp,
iBreathe, ReGain,
Wysa

Smiling Mind, Aura, Mindfulness,
Shine, Dare, Lifesum, Moodfit, Rootd,
Slumber, Youper, Calm, Meditation
Studio, Waking Up, Woebot, Zen,
Happify, Happy Not Perfect, NOCD,
Simple Habit Sleep, Headspace, Lu-
mosity, Ten Percent Happier

Sanvello

Mental health apps collect on average 5.8 data types. Out of the 30 apps in this

domain, six apps collect less than three types of user information. For instance, Mood-

Mission and iBreathe collect only Users Diagnostics and Identifiers. However, Sanvello,

another popular app in the same domain, collects more than 10 different types of private

information. In fact, this particular app collects types of information that no other app

in the mental health domain reports collecting, including Financial Information, Browsing

History, and Sensitive Information.

Summary - Apps with similar core functionalities can substantially vary in
terms of data collection practices. Each domain seems to have a set of outlier apps
that either collect more or less data types than the average app in the domain. Further-
more, apps within the same domain can significantly vary in terms of the data types
they track or link to their users.
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4.5. Policy vs. Labels

In the previous section, our analysis of privacy labels and sub-labels has revealed

that some apps do not seem to conform to the common privacy practices in their do-

mains. To determine if these apps are in fact true outliers, in this section, we analyze

their privacy policies. We start our analysis by extracting the data collection claims from

the policies. Each claim is then mapped into one or more of the 14 data types (labels)

and sub-types listed by Apple. In particular, each claim is broken down into the specific

privacy label mentioned in the claim along with the justification—if any—for collecting

that type of information. For example, in the privacy claim in Fig. 4.7, the clause “we

collect your location information” is mapped to the App Store’s privacy label location.

The rest of the claim provides the justifications for collecting user location as provided by

the app. In case of no suitable category or subcategory is found, the data claim is listed

as Other Data. For example, the claim “vehicle information and background check results”

frequently appearing in ride-hailing apps’ privacy policies is mapped to Other Data as

there is no specific label or sub-label defined for this type of information.

We use your location information to facilitate the prompt

handoff of pickup orders (where available), to assist you in

finding nearby stores for which pickup or delivery are

available, for other similar purposes and for analytics purposes.

Data type: Location Purpose #1

Purpose #2 Purpose #3

Figure 4.7: An example of mapping a data collection claim in a privacy policy to a specific
App Store privacy label.
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The analysis is conducted by two separate researchers to ensure the integrity of the

data. A policy from each domain was first analyzed by both researchers to expose any

misunderstandings or miss-communication about the specific task to be performed. The

other policies were then analyzed individually. The results were then consolidated over

multiple sessions where each individual policy was discussed. Conflicts and disagreements

were resolved after further discussions and with the help of the App Store’s formal de-

scription of their privacy labels. Conflicts were detected in less than 5% of claims. In gen-

eral, most conflicts originated from vague privacy claims that were classified under Other

Data (e.g., Table 4.3). Our multi-step classification process and the cross-checking of indi-

vidual researchers classifications helped to maintain the integrity of the data. In general,

our analysis has exposed significant inconsistencies between apps’ privacy labels and their

policies. These inconsistencies can be classified into two main categories:

� Over reporting: this category of error refers to cases where some of the data types

listed in the labels are not acknowledged in the policy. Fig. 4.8-a shows, for each

data type, the number of apps that report collecting that data type in their la-

bels but not in their privacy policies. The figure shows that the majority of apps

in our application domains (n = 79) declare collecting diagnostics in their labels.

However, most of these apps (n = 75) do not disclose collecting such information

anywhere in their policies. Only four apps (one ride-hailing, two investing, and one

mental health) declare collecting diagnostics in both of their privacy policies and

data labels. For example, the investing app KuCoin reports that two third-party

libraries are used to collect log data and crash information (i.e. diagnostics) for sta-
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Table 4.3: Examples of data types that apps claimed collecting in their privacy policies
and were mapped into “Other Data”.

Domain Specific Data Type Example Data

Ride-hailing

Vehicle Information details on your cars, insurance information, and
vehicle registration card

Telematics Data speed, acceleration, and braking data

Users Background Information driving history, criminal record, and right to work

Investing
Sensitive Identifiers Tax ID number, citizenship, passport number, visa

information, Social Security Number, government-
issued identification numbers, alien registration
number

Education/Employment History Academic record, degrees and schooling, office loca-
tion, job title, description of role, employer name,
employment status

Mental Health
Social Media Data Facebook profile information, such as name, email

address, and Facebook ID

Employment Information employment history, education background, com-
pany name, company email address

bility monitoring purposes. Users’ purchases and search history collection claims

are also commonly omitted from privacy policies. For instance, 18 out of 40 apps

that declare collecting purchase information in their privacy labels, do not report

collecting such information in their policies. Similarly, 15 apps out of 33 apps that

declare collecting users’ search history in their labels do not include any data col-

lection claims about this specific type of user information in their policies. On av-

erage, apps in the ride-hailing, mental health, and investing domains over-reported

1.9, 1.5, and 1.9 data types respectively.

� Under reporting: this category of error refers to cases where apps do not declare

in their labels collecting specific data items that are reported in their privacy poli-

cies. Out of the 90 apps included in our analysis, 25 ride-hailing, 21 investing, and

25 mental health apps’ policies include claims about data types that are not de-
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Figure 4.8: Inconsistencies in reporting. a) over-reporting: the number of data types that
are declared in the privacy labels but not in the privacy policies, and b) under-reporting:
the number of data types that are claimed in the policies but are not declared in the pri-
vacy labels.

109



clared in their privacy labels. As Fig. 4.8-b shows, location, user content, and other

data labels are the most commonly undeclared data types in the privacy labels.

For instance, our results show that ride-hailing apps in our dataset under-report

collecting user content, financial information, and other data. In the investing do-

main, location and user content are the most under-reported data types in the pri-

vacy labels, while user content and contacts are the two most under-reported data

types by mental health apps. Fig. 4.9 shows the distribution of the number of unre-

ported data types over our three domains. On average 2.2, 1.8, and 1.7 data types

appear in the privacy policies of mental health, ride-hailing, and investing apps re-

spectively but are not declared in the privacy labels of these apps.

Problems of under-reporting can be mainly attributed to the fact that data labels

are not comprehensive. This is reflected in the fact that several data collection claims in

the privacy policies of our apps do not map to any specific privacy label. Table 4.3 shows

several examples of these data types along with their data collection claims in their apps’

policies. As the table shows, some of these data types are too specific to the domain, such

as telematics data (driver’s speed and acceleration data) in ride-hailing apps, employment

history in investing apps, or social media data in mental health apps. Under-reporting can

be dangerous as it can deceive users into downloading an app based on the fact that it

declares collecting less data types in its labels than other apps. However, given that the

average number of under-reported types in each domain is relatively low for most apps

(≤ 2) and the fact that such problems often affect a small number of labels, we believe

such errors can be corrected if a more comprehensive set of labels are used.
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Figure 4.9: A boxplot of the number of under-reported data types in each of our applica-
tion domains.

4.6. Implications

Recent evidence has revealed that privacy can substantially influence users’ app

selection decisions [158, 157]. Any form of privacy violation can severely undermine apps’

trustworthiness, and ultimately, chances of survival in the app market. For example,

health departments across the world have been using mobile apps to track down Covid-19

outbreaks. However, several emerging surveys have shown that a large percentage of

the world population has abstained from installing these apps due to privacy and mis-

trust concerns, thus hindering the world’s ongoing effort to recover from the Covid-19

pandemic [158, 156, 157].

Our work in this chapter looks at privacy labels in app stores as a strategic asset

that can be utilized by app developers to enhance their trustworthiness, and thus, main-

tain healthy retention rates. At the same time, such labels can nudge users to make more

effective app selection decisions. As mentioned earlier, the idea of privacy labels originated
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Figure 4.10: Suggested visual aid to show where an app (The mental health app Alpha)
stands in terms of data practices in comparison to other apps in its domain.

from nutrition labels. Evidence from the food industry suggests that nutrition labels can

be an effective source of nudges, significantly promoting healthy food consumption habits

by influencing consumers’ food purchase decisions [183, 184, 185, 186]. Following this evi-

dence, and based on our findings, we make several recommendations to help app stores in-

crease the utility of their privacy label systems. To ensure an effective delivery of nudges,

our recommendations are designed to increase the salience of recommended choices (pri-

vacy preserving apps). Salience is one of the principal techniques behind the design of

nudges [170]. We suggest to increase salience by novel, relative, and vivid interfaces that

direct users’ attention to particular choice options but at the same time maintain their lib-

erty of choice [187]. These recommendations can be described as follows:

� Your app vs. other apps: we suggest displaying some sort of visual aid to rep-

resent where an app stands in terms of its privacy practices in comparison to other

apps in its specific application domain (e.g., Fig. 4.10). This kind of information

can help users make more informed app selection decisions by only selecting apps
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that either conform to the privacy standards of their domain or apps towards the

left side of the curve. Such a visualization will also prompt app developers (espe-

cially toward the right side of the curve) to readjust their data collection strategies

to conform to the domain’s standards (move to the middle part of the curve). How-

ever, as our analysis has shown, privacy is a domain-specific concept. Privacy prac-

tices are drastically different between application domains; what might be consid-

ered a privacy violation, or unnecessary data collection, in one domain, may be an

accepted practice in another domain. Therefore, for our suggested nudge to work,

it must show how an app performs relative to other apps in its specific domain.

Existing app stores’ categories include thousands of loosely related apps. In other

words, they are too generic to be considered coherent application domains [28, 188],

thus, app stores need to adopt a more fine-grained form of categorization for their

apps to enhance the information value of their label systems. This can be achieved

through app classification techniques that can automatically identify the opera-

tional domain of an app by analyzing the description of its features and identifying

its domain of functionally-related apps [188, 27].

� Privacy Score: privacy is a compound concept; it is not enough to show how

many data types an app collects. It is also important to show how many of these

types are tracked or linked to the user’s identity. However, as our analysis revealed,

these numbers heavily depend on the application domain. Therefore, it makes sense

to show where an app stands in terms of data collection, linking, and tracking rel-

ative to other apps in the same domain. In the food industry, color coding is used

113



to show such information. For example, Countries in the European Union (EU)

have embraced the use of a color-coded rating system known as the Nutri-Score

(Shown in Fig. 4.11) to show how healthy a food product is. Nutri-Score is de-

signed to be an easy and non-intrusive form of visual aid that consumers can use

to compare food products at a glance. The score itself is based on the calculation

of an EU nutrient profiling system. Converging evidence suggests that this sys-

tem has had significant positive impacts on promoting healthy eating habits and

curbing obesity [189, 190]. Following this line of evidence, in addition to our pre-

vious suggestion, we suggest an app privacy labeling system similar to the Nutri-

Score. The color-coding system (shown in the right part of Fig. 4.10) shows the

number of data types the app collect, track, and link and how these numbers com-

pare (through color coding) to other apps in the domain. Alternatively, a holistic

domain-specific privacy-score which consolidates all these numbers into one number

can be used to provide a mental shortcut, or reduce the cognitive effort, associated

with deciding which apps to download [191].

� Your domain is changing: we suggest that app stores should periodically no-

tify app developers about changes in the privacy practices of their domain. If an

app has become an outlier that collects more data labels than its peers, app devel-

opers can take action to curb their data collection engine to remove some of the

labels that make them stand out. Developers can also be notified if their app suspi-

ciously collects less data types than other apps in its domain. The goal is to check

whether such apps are true outliers or simply under-reporting their data claims.
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Figure 4.11: The Nutri-Score food labeling system used in the EU.

� Your privacy policy says otherwise: to enhance and maintain the integrity

of the label systems, app stores can provide some sort of tool support to automat-

ically check the alignment between apps’ privacy policies and their declared data

labels. This type of support can help developers detect errors of under and over-

reporting. Such tools can utilize text classification and modeling techniques to map

data collection claims in the policy to data labels. A more advanced implementa-

tion could employ static or dynamic analysis of apps code to detect cases of under

and over reporting [6, 192].

We anticipate that, if implemented, the suggested nudges have the potential to sub-

stantially enhance the utility of the privacy label systems of app stores. Not only end-

users will be able to select apps that preserve their privacy, but also app developers can

learn more about their domain of operation, correct errors in reporting, and enhance their

apps’ trustworthiness and chances of survival.

4.7. Threats to Validity

The study conducted in this chapter has multiple limitations that could potentially

limit the validity of our findings. The main threat to the external validity of our study

stems from the fact that we only analyzed the top 30 apps in three application domains.
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Analyzing other apps in these domains or apps from other domains might lead to different

outcomes. However, the apps we included in our analysis were selected as they were the

most popular in their application domains. Therefore, they are more likely to have com-

pleted their privacy labels and have higher quality privacy policies.

Internal validity threats might stem from the fact that human judgment was used

to map privacy policy practices to privacy labels. Different judges might label the data

claims in the apps’ privacy policies differently or come up with different annotations. To

mitigate this threat, the judges were provided with the exact definition of data types in-

troduced by Apple. To minimize the error rate, the judges discussed the different data

types before conducting the coding process to address their concerns and the results were

crossed checked as well to enhance the integrity of the data.

4.8. Conclusion

In this chapter, we studied privacy labels in the Apple App Store. Our analysis was

conducted using a dataset of 90 apps, sampled from the domains of ride-hailing, investing,

and mental health. Our results showed that apps that are similar in terms of functional-

ity can vastly differ in their data collection practices. In all of our investigated domains,

there were several apps that deviate from the average privacy practices of their applica-

tion domain, collecting either more or less data types than the average app in their do-

main. Our analysis has also revealed that, while there are some data types that are com-

monly collected by almost all apps in all domains, each domain has some data types that

are specific to the domain. Examining the privacy policies of our apps has exposed some

inconsistencies between the data collection claims in apps policies versus the data types
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declared in the labels. In general, problems of under-reporting (claims appear in the policy

but not the labels) and over reporting (data types that are declared in the labels but are

not claimed in the privacy policy) were detected. It is not clear if these errors are a result

of label misunderstanding or deceptive privacy practices.

Based on our findings, we propose different design strategies to enhance the effec-

tiveness and utility of privacy labels in the app market. In particular, we suggest to archi-

tect the choice environment (app store) in such a way that can nudge users towards mak-

ing more privacy-informed app selection decisions. Finally, based on our findings in this

chapter, the following research directions will be pursued in our future work:

� We will conduct experiments to examine the influence of our suggested design rec-

ommendations on app users’ behavior. Our objective is to test whether our sug-

gested nudges would in fact influence users’ decisions when they select which apps

to download. We will further study the interaction effects between our suggested

nudges and other factors that often influence app users’ download decisions, such as

app descriptions and screenshots.

� We will develop automated solutions for measuring the alignment between apps’

privacy policies and their declared labels. These solutions will utilize text process-

ing and modeling techniques to effectively identify data collection claims in apps

policies and map them to privacy labels. Our objective is to help app developers

avoid errors of under or over reporting.
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Chapter 5. Conclusions

As of today, privacy enforcement remains a tremendous challenge for mobile app

stores. App developers frequently deploy extreme privacy-invading tactics to collect users’

data. App users, on the other hand, hardly take any sufficient measures to protect their

information. This phenomenon is commonly known as the privacy paradox; or the dis-

crepancy between people’s privacy attitudes and their actual behaviors. In particular, due

to a plethora of psychological distortions and cognitive biases, individuals are unlikely to

act rationally when facing privacy-sensitive decisions, even when they perceive the risks to

their privacy to be significant [193, 194].

The primary focus of this dissertation is the acknowledgment that users’ privacy

concerns and developers’ data collection practices in the mobile app market are domain-

specific. In other words, each domain of functionally-related apps has its own privacy

paradox; what is acceptable in terms of privacy practices in one domain can be viewed as

invasive or even malicious in another domain. Consequently, generic one-size-fits-all solu-

tions that attempt to address privacy concerns across all domains are often insufficient in

addressing the contextual characteristics of individual application domains. To overcome

these limitations, this dissertation proposed the following contributions:

In Chapter 2, we proposed an automated approach for classifying mobile apps

into more cohesive groups of functionally-related application domains. Currently, mod-

ern app stores enable developers to classify their apps by selecting from a set of static and

generic categories, such as health, games, and music. However, with thousands of apps

classified under each category, locating apps that match a specific consumer interest can

be a challenging task. To overcome this challenge, we utilized word embeddings to create
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numeric semantic representations of app descriptions, which were then classified to gen-

erate more cohesive categories of apps. Our aim was to enhance apps’ visibility and dis-

coverability as well as identify the functional boundaries of app collections. We evaluated

our approach using a dataset of 600 apps sampled from the App Store categories of Edu-

cation, Health&Fitness, and Medical. Our results showed that our classification algorithms

performed best when app descriptions were vectorized using GloVe, a count-based word

embedding model. We further conducted an experiment with the help of 12 human sub-

jects to validate our approach. The results showed that our proposed approach produced

app classifications that were closely aligned with our study participants’ classifications.

In Chapter 3 we proposed a domain-specific approach for summarizing privacy

concerns in mobile app reviews. Our analysis was conducted using a dataset of 2.6 mil-

lion app reviews sampled from three application domains. Our results revealed that users

tend to express their privacy concerns using domain-specific vocabulary. This vocabulary

can be leveraged to summarize users’ privacy concerns in the domain. In particular, our

evaluation showed that using domain-specific keywords can significantly improve the ef-

fectiveness of review summarization algorithms. We further showed that using the word

embedding model GloVe to measure the semantic similarity between review words helped

to reduce redundancy in the generated summaries. Our proposed approach is intended to

help app developers quickly identify the critical privacy concerns in their domain of oper-

ation, and ultimately, modify their data collection practices accordingly to improve their

apps’ chances of survival.

In Chapter 4 we conducted a detailed analysis of privacy labels in the Apple App

Store. Using a dataset of 90 apps from the domains of ride-hailing, investing, and mental
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health, we explored how apps expressed their data collection practices in their labels. Our

analysis revealed that apps with similar core functionality can substantially vary in their

data collection practices. We refer to apps that collect significantly less or significantly

more data types than the average app in their domain as privacy outliers. Our analysis

has also exposed several inconsistencies between apps’ privacy labels and their privacy

policies. These inconsistencies can take the form of over-reporting, where an app declares

more data types in its labels than it reports in its policy, and under-reporting problems,

where a data collection claim in the privacy policy of an app is not declared in its privacy

labels. Based on our findings, we proposed several design strategies that can be used to

improve the credibility and utility of privacy labels in app stores.
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