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Abstract

Nonlinear optimization is a critical branch in applied mathematics and has attracted wide attention due to its popularity in practical applications. In this work, we present two methods which use first-order information to solve two typical classes of nonlinear structured optimization problems.

For a class of unconstrained nonconvex composite optimization problems where the objective is the sum of a smooth but possibly nonconvex function and a convex but possibly nonsmooth function, we propose a unified proximal gradient method with extrapolation, which provides unified treatment to convex and nonconvex problems. The method achieves the best-known convergence rate for first-order methods when solving convex optimization problems. In the case that the problem is nonconvex, the method performs as a proximal gradient method with extrapolation, and a linear convergence rate of the objective values and the generated iterates is obtained under additional proper assumptions. The efficiency of the algorithm is shown by numerical experiments.

For a family of nonconvex separable optimization problems with linear constraints where the objective function is the sum of a smooth but possibly nonconvex function and a possibly nonsmooth nonconvex function, an inexact alternating direction method of multipliers is designed. The method solves subproblems to adaptive error criteria. An expansion step and more flexible dual stepsize are exploited to accelerate the convergence of the algorithm. A linear convergence rate of the generated iterates is guaranteed under proper conditions. Numerical examples illustrate the better performance of the method compared with state-of-the-art ADMM algorithms.
Chapter 1. Introduction

1.1. Nonlinear Structured Optimization Problems

Nonlinear optimization aims to solve the optimization problems where objective function is nonlinear or some of the constraints are not linear. It is a critical branch of applied mathematics and science as plenty of practical applications, especially the ones in the field of machine learning, can be formulated into nonlinear optimization problems. For example, the objective function can be the logistic loss function for logistic regression, the hinge loss for support vector machine and the squared loss for least squares regression [69]. Due to the practical needs of dealing with huge number of samples or data of high dimensions, it is quite common to add regularization terms to the existing loss functions. For example, $l_1$ penalty is added to the squared loss to obtain sparse solution. The objective function therefore becomes the sum of the squared loss and the $l_1$ regularization. This problem is also known as $l_1$ regularized least squared problem (LASSO). Additionally, such problems, namely problems which have special structure, are called structured optimization problems. For instance, LASSO is a typical example of nonlinear structured optimization problems as it has a composite nonlinear objective function. Therefore, many methods have been proposed to accelerate computation by exploiting the structure of these optimization problems.

In this thesis, we focus on two classes of nonlinear structured optimization problems. One is unconstrained composite optimization problems with objective function being the sum of a Lipschitz continuously differentiable function but possibly nonconvex and a proper closed convex but possibly nonsmooth function. The other is a class of linearly
constrained separable optimization problems where the objective function is given by the summation of a smooth but possibly nonconvex function and a possibly nonconvex nonsmooth function.

1.2. Literature Review

These two types of problems attracted wide attention in recent years because of the rapid development of data science and machine learning. Tremendous work has been made to solve these nonconvex and nonsmooth optimization problems in the last few decades.

Gradient-based methods have been greatly used to solve general unconstrained optimization problems. Gradient descent method was first suggested by Cauchy in 1847 [19]. It is extremely simple and achieves $\mathcal{O}(1/k)$ complexity bound in terms of functional optimality gap when solving convex smooth optimization problems, where $k$ is the number of total iterations [49, 102]. Nesterov in 1983 proposed an accelerated gradient method to further improve the complexity bound to $\mathcal{O}(1/k^2)$, which exhibits the best-known complexity bound for solving convex smooth problems by only using first-order information [100, 49]. Ghadimi and Lan in [49] generalized Nesterov’s accelerated gradient method to nonconvex and possibly stochastic problems by properly specifying a stepsize policy. The modified accelerated gradient method achieves the optimal convergence rate for convex problems while possessing the rate of convergence obtained in [101, 18] for solving general smooth NLP problems. For solving unconstrained composite problems, this modified method can employ the stepsize in the accelerated gradient method even when a component of the objective function is possibly nonconvex.

Similar to the method in [49], which takes advantage of the composite structure of
the objective function and is extended to nonconvex problems and further accelerates convergence, many algorithms were proposed to deal with unconstrained composite problems of minimizing the sum of possibly nonconvex or nonsmooth components.

In the case that the objective function is the sum of a smooth but possibly nonconvex function and a nonsmooth function which is a composition of a proper closed function and a linear operator, a proximal augmented Lagrangian method was proposed in [36] which adds an additional optimization variable to replace the linear operator in the composition and then minimizes a differentiable function (i.e., the introduced proximal augmented Lagrangian) over one decision variable rather than a joint nonconvex and non-differentiable subproblem when applying the method of multipliers. An adapted alternating direction method of multipliers in [86] solves this family of composite problems by adding a proximal term to the second subproblem in the usual ADMM. This modification allows the cluster point of the generated sequence gives a stationary point of the nonconvex problem when choosing a sufficiently large parameter of the augmented Lagrangian. In a special case where the linear operator is the identity, the proximal gradient method can be applied and it is shown any cluster point is a stationary point even with a slightly more flexible constant stepsize [86]. Proximal gradient algorithm with extrapolation in [123] also solves this special class of problems and the paper shows, by choosing the extrapolation parameter under some given threshold, the sequence generated converges $R$-linearly to a stationary point of the problem and the objective values converge $R$-linearly as well. There are other variants of proximal gradient method, we refer to [87, 9, 11, 10, 115] and the references therein for details of those algorithms, for example, the fast iterative shrinkage-thresholding algorithm (FISTA) [9]. Ghadimi presented a conditional gra-
dient type method in [48] to solve composite problems when a component is a (weakly) smooth term and the other is a (strongly) convex regularization term, which achieves the best-known complexity results for the first time when the weakly smooth term is nonconvex and nearly optimal complexity when it is convex. The work in [50] provides a generic frame to solve more general nonlinear, possibly nonconvex, optimization problems. A unified accelerated gradient method was proposed to solve composite optimization problem where one component is Lipschitz continuous and the other is possibly nonsmooth but convex. It achieves best-known rate of $O(1/k)$ in terms of the projected gradient and the optimal rate when the problem is convex. Moreover, a unified prox-level method was also presented in the work to tackle problems where one component has Hölder continuous gradient, which obtains the optimal complexity bound and the best-known iteration complexity for both convex and nonconvex optimization. Additionally, problems, where one of the components in the objective function of composite problems is the finite average of $n$ functions where $n$ can be extremely large, arise widely in machine learning, statistics, and operations research, e.g., [141, 15, 142, 113, 28]. This special class of composite optimization problems are investigated by variants of proximal-based methods (e.g., primal-dual proximal algorithm) and stochastic methods (e.g., mini-batch stochastic approximation method), which can be found in [130, 51, 82, 47].

For the other type of problems we consider in this thesis, i.e., the linearly constrained separable optimization problems, the study of algorithms to solve it can date back to the middle of last century [42, 16, 32]. When the objective function and all constraints are linear in a constrained problem, the optimization problem is called a linear *programming* problem (also referred as linear optimization), which is the simplest type
of constrained optimization [42, 97]. Since linear optimization is not the purpose of this thesis, we refer to [29, 31, 99, 111, 34, 103, 110, 61, 13, 60] and the references therein for methods of solving linear programming problems, such as the simplex method and the interior point method.

In the case that the objective is separable and nonlinear, and the problem has linear equality constraints, there have been many Lagrangian-based algorithms to solve this special class of constrained problems. Augmented Lagrangian method (ALM) (also known as the method of multipliers) was introduced to obtain convergence under more mild conditions than dual ascent [16]. It first minimizes augmented Lagrangian with respect to primal variables, then updates the dual variable, see, e.g., [73, 43, 22, 96]. The alternating direction method of multipliers (ADMM) was proposed to utilize the decomposition structure of primal variables in the objective function, which results in solving relatively easier subproblems with respect to each primal variable, see [45, 55, 67, 54, 40] and the references therein. However, ALM and ADMM can not solve subproblems in parallel due to the quadratic term in the augmented Lagrangian function. The predictor corrector proximal multiplier method (PCPM) was proposed to address the shortcoming. PCPM first introduces a predictor variable, then minimizes the sum of the Lagrangian, evaluated at the updated predictor rather than the Lagrange multiplier in the original ADMM, and two proximal terms with respect to the two primal variables separately. The coupling term in augmented Lagrangian was ignored in such a way, thus parallel computing is enabled. Finally it updates the Lagrange multiplier as that in ADMM [25, 27]. Another issue with ADMM is that the convergence of the generated primal iterates is not guaranteed in general (although the convergence can be shown under additional assumptions [16]).
The proximal alternating direction method of multipliers (PADMM) introduces proximal terms into the subproblems in ADMM to overcome it [112, 26]. We also refer to [26, 23] for other proximal ADMMs.

Many methods on solving separable linearly constrained optimization problems are directly or closely related to the idea of ADMM as we can observe above. ADMM is indeed a benchmark method for solving linearly constrained separable optimization problems. ADMM was introduced by Glowinski and Marroco in [56] and Gabay and Mercier in [46] in 1970s. The convergence results of the residual, objective values and dual variable can be obtained under modest assumptions for 2-block convex optimization. The generated primal iterates do not necessarily converge to the optimal solution, but the convergence can be shown under additional assumptions (e.g., the strongly convexity or some error bound conditions) [16, 23, 63]. Comparing to the extensive research made for ADMM when solving convex problems, there is limited work for nonconvex cases. ADMM was shown in [75] to converge to the set of stationary points for certain types of nonconvex problems (the consensus and sharing problems) with a sufficiently large penalty parameter. Li and Pong proved the iterates generated by ADMM converge to a stationary point with additional assumptions that both components in the objective function are semi-algebraic, a matrix in the equality constraints is the identity and strongly convexity of one component or full-rank of the other matrix in the constraints hold [85]. The Bregman modification of ADMM (BADMM) presented in [120] converges to a stationary point of the associated augmented Lagrangian with additional assumptions that one matrix in the constraint is injective or a suitable Bregman distance is chosen.

Note that the dominant computation happens to find solutions of the subproblems
when applying ADMM, so variants of ADMM were proposed to solve the subproblems inexactly to reduce computation cost while still obtaining convergence results. An inexact ADMM with relative error criteria was proposed which exploits subgradient information at the candidate solutions and two constant parameters to control the accuracy of inexact solutions and error tolerance for convex separable problems [128]. Hager and Zhang introduced an inexact ADMM that uses more adaptive stopping criteria based on both current and accumulated iteration change in the subproblems [65]. Another inexact proximal ADMM in [70] allows the proximal and penalty parameters to change at each iteration. Another drawback of ADMM is that ADMM cannot be directly applied to multiblock problems [24]. Thus much research has also been made to add additional assumptions to the objective function and the constraints or propose variants of ADMM in order to show the convergence of ADMM-type methods for solving multiblock problems, which can be found in [75, 63, 131, 67, 67, 71, 62]. For the separable problems with constraints involving coupling terms, we refer to [74, 30, 75] and the references therein.

In this thesis, motivated by the wide appearances of structured problems in practical applications, we propose two algorithms for nonconvex composite optimization problems and nonconvex nonsmooth separable problems, respectively. We present a unified proximal gradient method with extrapolation for nonconvex composite optimization, which is on the basis of proximal gradient method and extrapolation technique. It is a unified method to handle both convex and nonconvex composite problems. When the problem is convex, it is automatically reduced to an optimal gradient method. If the problem is possibly nonconvex, the algorithm proceeds as a proximal gradient method with extrapolation technique. We also introduce an inexact ADMM for separable nonconvex
and nonsmooth linearly constrained optimization problems. The inexact ADMM exploits an expansion linesearch step and adaptive accuracy while global convergence and a linear convergence rate is guaranteed under proper conditions.

1.3. Outline of the Thesis

This thesis is organized as follows. In Chapter 2, we review some fundamental definitions, properties and significant methods closely related to our algorithms or the optimization problems our proposed methods solve. In Chapter 3, we introduce the unified gradient method with extrapolation for nonconvex composite optimization and show the convergence results. Numerical experiments are included as well. In Chapter 4, we present the inexact ADMM for separable nonconvex and nonsmooth linearly constrained optimization problems, the convergence analysis and the numerical examples. In Chapter 5, we conclude the major work in this thesis and discuss some future work that may be of interests.
Chapter 2. Preliminaries

2.1. Some Definitions and Properties

In this section, we review some fundamental definitions and properties of functions. We refer to [84, 101, 42, 12, 6] for more detail.

Throughout the thesis, \( \mathbb{R}, \mathbb{R}^n, \) and \( \mathbb{R}^{n \times m} \) denote the sets of real numbers, \( n \) dimensional real column vectors, and \( n \times m \) real matrices, respectively. Let \( I \) be the identity matrix and \( 0 \) denote zero matrix or vector. The range of a matrix \( Q \) is denoted as \( \text{Range}(Q) \).

We use the notations \( \| \cdot \| \) and \( \langle \cdot, \cdot \rangle \) for the standard Euclidean norm in \( \mathbb{R}^n \) and the associated inner product respectively, which are defined as

\[
\| x \| = \sqrt{\sum_{i=1}^{n} x_i^2} \quad \text{and} \quad \langle x, y \rangle = \sum_{i=1}^{n} x_i y_i \tag{2.1}
\]

for \( x, y \in \mathbb{R}^n \). In addition, the \( Q \)-norm is defined as

\[
\| x \|_Q = \sqrt{x^T Q x} \tag{2.2}
\]

for \( x \in \mathbb{R}^n \) and \( Q \in \mathbb{R}^{n \times n} \) is a positive semidefinite matrix. The definition of positive (semi)definite matrix is given in Definition 2.1.14 later.

First, we need following basic definitions to construct our optimization problems.

Definition 2.1.1. A set \( \mathcal{X} \subset \mathbb{R}^n \) is closed if for every convergent sequence \( \{x_i\} \) taken from \( \mathcal{X} \), we have \( \lim_{t \to \infty} x_t \in \mathcal{X} \) as well.

Definition 2.1.2. For a nonempty subset \( \mathcal{X} \) of \( \mathbb{R}^n \), \( \mathcal{X} \) is convex if and only if \( (1 - \lambda) x_1 + \lambda x_2 \in \mathcal{X} \) for any \( x_1, x_2 \in \mathcal{X} \) and arbitrary \( \lambda \in [0, 1] \).

Definition 2.1.3. Let \( \mathcal{X} \) be a subset of \( \mathbb{R}^n \). A real-valued function \( f \) is Lipschitz continuous on \( \mathcal{X} \) with the constant \( L \) if

\[
|f(x) - f(y)| \leq L \| x - y \| \tag{2.3}
\]
for any $x, y \in \mathcal{X}$.

The next lemma is an important statement for the geometric interpretation of Lipschitz continuously differentiable functions.

Lemma 2.1.1. Suppose a real-valued function $f$ is Lipschitz continuously differentiable on $\mathcal{X} \subset \mathbb{R}^n$. Then for any $x, y \in \mathcal{X}$, we have

$$|f(y) - f(x) - \langle \nabla f(x), y - x \rangle| \leq \frac{L}{2} \|y - x\|^2. \quad (2.4)$$

Remark 2.1.1. Geometrically we can have following illustration on Lipschitz continuously differentiable functions based on Lemma 2.1.1. Let us define two quadratic functions and fix some $x_0 \in \mathcal{X}$:

$$f_1(x) = f(x_0) + \langle \nabla f(x_0), x - x_0 \rangle + \frac{L}{2} \|x - x_0\|^2,$$

$$f_2(x) = f(x_0) + \langle \nabla f(x_0), x - x_0 \rangle - \frac{L}{2} \|x - x_0\|^2.$$

Then the graph of $f$ lies between the graphs of $f_1$ and $f_2$, i.e.,

$$f_2(x) \leq f(x) \leq f_1(x), \quad \forall x \in \mathcal{X}.$$

Before giving the definition of proper closed functions, we first introduce the effective domain and the epigraph of functions. From here, we consider functions $f$ from $\mathcal{X} \subset \mathbb{R}^n$ to the extended-real-line $\bar{\mathbb{R}} = \mathbb{R} \cup \{-\infty, +\infty\}$ unless specified.

Definition 2.1.4. Given a function $f$, the effective domain (or domain) and epigraph of $f$ are defined as

$$\text{dom}(f) = \{x \in \mathcal{X} : f(x) < +\infty\},$$

$$\text{epi}(f) = \{(x, r) \in \mathcal{X} \times \mathbb{R} : f(x) \leq r\},$$

respectively.
Definition 2.1.5. For any convex set \( \mathcal{X} \) in \( \mathbb{R}^n \), the interior of \( \mathcal{X} \) relative to its affine hull is called the relative interior of \( \mathcal{X} \), denoted by \( \text{int}(\mathcal{X}) \), where the affine hull of \( \mathcal{X} \) is the smallest affine set that includes \( \mathcal{X} \), which is the intersection of all the affine sets that include \( \mathcal{X} \).

Remark 2.1.2. The relative interior coincides with the true interior when the affine hull is all of \( \mathbb{R}^n \), but is able to serve as a robust substitute for the true interior when the true interior is empty.

Next, we have the definition of proper functions and a lemma on the closedness of functions as follows.

Definition 2.1.6. A function \( f: \mathcal{X} \to \mathbb{R} \) is called proper if it never takes the value \( -\infty \) and there exists at least one \( x \in \mathcal{X} \) such that \( f(x) < +\infty \), i.e., \( \text{dom}(f) \neq \emptyset \).

Lemma 2.1.2. A function \( f \) is closed if and only if \( \text{epi}(f) \) is a closed set.

Here are a few definitions to construct some useful properties of functions.

Definition 2.1.7. (Lower semicontinuity.) A function \( f \) is called lower semicontinuous at a vector \( x \in \mathcal{X} \) if

\[
f(x) \leq \lim \inf_{k \to \infty} f(x_k)
\]

for every sequence \( \{x_k\} \subset \mathcal{X} \) with \( \{x_k\} \to x \) as \( k \to \infty \).

Definition 2.1.8. A function \( f \) is lower semicontinuous if it is lower semicontinuous at every point \( x \) in its domain.

Definition 2.1.9. For any subset \( C \subseteq \mathcal{X} \), the indicator function of \( C \) is defined as

\[
\delta_C(x) = \begin{cases} 
0, & x \in C \\
+\infty, & x \notin C.
\end{cases}
\]
For an indicator function, its domain is where the function value is 0, i.e.,
\[ \text{dom}(\delta_C) = C. \]

**Definition 2.1.10.** For a nonempty closed set \( \mathcal{X} \subseteq \mathbb{R}^n \), the Euclidean distance from \( y \) to \( \mathcal{X} \), denoted as \( \text{dist}(y, \mathcal{X}) \), is defined by

\[
\text{dist}(y, \mathcal{X}) = \inf_{x \in \mathcal{X}} ||x - y||.
\]

Now let us define convex, strongly and weakly convex functions.

**Definition 2.1.11.** *(Convex functions.)* A function \( f : \mathcal{X} \to \mathbb{R} \) is called convex if \( \text{epi}(f) \) is a convex set.

**Remark 2.1.3.** Here is another statement for describing convex functions. A proper function \( f \) is convex if and only if

\[
f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y) \tag{2.5}
\]

for all \( x, y \in \mathcal{X} \) and \( \lambda \in [0,1] \). This inequality is a special case of Jensen’s inequality which states that for any \( x_1, x_2, \ldots, x_n \) and \( \sum_{i=1}^n \lambda_i = 1 \) where \( \lambda_i \geq 0 \) for \( i = 1, \ldots, n \), we have

\[
f \left( \sum_{i=1}^n \lambda_i x_i \right) \leq \sum_{i=1}^n \lambda_i f(x_i).
\]

A geometric interpretation of convex functions in terms of the inequality (2.5) is that the graph of function \( f \) between any two points lies below the line segment between the two points. Below is another equivalent interpretation of convex functions.

**Remark 2.1.4.** A differentiable function \( f : \mathcal{X} \to \mathbb{R} \) is convex if and only if

\[
f(y) \geq f(x) + \nabla f(x)^T(y - x) \tag{2.6}
\]

for any \( x, y \in \mathcal{X} \), where \( \mathcal{X} \) is an open and convex set.
Definition 2.1.12. (Strongly convexity.) A function $f : \mathcal{X} \to (-\infty, +\infty]$ is called $\nu$-strongly convex for a given $\nu > 0$ if $\text{dom}(f)$ is convex and the following inequality holds for any $x, y \in \text{dom}(f)$ and $\lambda \in [0, 1]$:

$$f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y) - \frac{\nu}{2} \lambda(1 - \lambda)\|x - y\|^2. \quad (2.7)$$

Note that the strong convexity parameter $\nu$ depends on the underlying norm. The norm we use here is the Euclidean norm in Definition 2.1. Strongly convexity obviously indicates convexity.

Definition 2.1.13. [118, weak convexity.] If (2.7) holds for $\nu < 0$, then the function $f$ is called weakly convex.

Then we define positive semidefinite (and definite) matrix.

Definition 2.1.14. For a symmetric matrix $A$, $A$ is positive semidefinite if

$$\langle Ax, x \rangle \geq 0, \quad \forall x \in \mathbb{R}^n.$$  

We use notation $A \succeq 0$ to indicate a matrix $A$ is positive semidefinite and $A \succ 0$ for $A$ is positive definite (meaning the above inequality must be strict for $x \neq 0$).

Remark 2.1.5. By Definition 2.1.14, for matrices $A$ and $B$, we say $A \succeq B$ if $A - B \succeq 0$ and $A \succ B$ if $A - B \succ 0$.

Definition 2.1.15. (Subgradient.) Let $f : \mathcal{X} \to (-\infty, \infty]$ be a proper function and let $x \in \text{dom}(f)$. Any vector $g$ satisfying

$$f(y) \geq f(x) + g^T(y - x) \quad \text{for all } y \in \mathcal{X}$$

is called a subgradient of the function $f$ at $x$. 
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Definition 2.1.16. (Subdifferential.) The set of all subgradients of \( f \) at \( x \) is called the subdifferential of \( f \) at \( x \) and is denoted by \( \hat{\partial} f(x) \):

\[
\hat{\partial} f(x) = \{ g : f(y) \geq f(x) + g^T(y - x) \text{ for all } y \in X \}. \tag{2.8}
\]

Definition 2.1.17. [109, Definition 8.3 (b)] For a proper lower semicontinuous function \( f \), its limiting subdifferential at \( x \in \text{dom}(f) \), denoted as \( \partial f(x) \), is defined as

\[
\partial f(x) = \left\{ \nu \in \mathbb{R}^n : \exists x^k \to x, f(x^k) \to f(x), \nu^k \to \nu \text{ with } \nu^k \in \hat{\partial} f(x^k) \right\}, \tag{2.9}
\]

where \( \hat{\partial} f(x) \) denotes the regular subdifferential of \( f \).

Definition 2.1.18. (Gradient.) The gradient of a function \( f(x) \) on \( \mathbb{R}^n \) is defined as

\[
\nabla f(x) = \left( \frac{\partial f(x)}{\partial x_1}, \ldots, \frac{\partial f(x)}{\partial x_n} \right)^T.
\]

Remark 2.1.6. Subgradient gives affine global underestimator of \( f \). If the function \( f(x) \) is differentiable (not necessarily convex) at \( x \), \( \partial f(x) \) reduces to a unique vector \( \nabla f(x) \). However, if the function is nondifferentiable at the point \( x \), then its subdifferential at \( x \) may contain multiple vectors.

Remark 2.1.7. The limiting subdifferential plays a much wider role in nonsmooth and nonconvex analysis and optimization. For example, the Fermat’s optimality condition in Theorem 2.1.5 for nonconvex function, that is, if \( x \) is a local minimizer of \( f \), then \( 0 \in \partial f(x) \) [109].

Definition 2.1.19. A point \( x \) is a cluster point of sequence \( \{x_i\} \) if there is a subsequence \( \{x_{i_k}\} \) that converges to \( x \).

In the following, we state a few important and fundamental facts in optimization.
Theorem 2.1.1. (First-order optimality condition.) Let \( x^* \) be a local minimizer of a differentiable function \( f(x) \). Then

\[
\nabla f(x^*) = 0.
\]

The above theorem is only a necessary condition of a local minimizer for general unconstrained optimization. The points satisfying such condition are called stationary points of function \( f \). Such points are not always the local minimizers. For example, if we look at function \( f(x) = x^3 \) where \( x \in \mathbb{R} \), we have \( x = 0 \) is a stationary point but not a local solution.

For general constrained optimization, we also have similar first-order necessary conditions, which are known as the Karush-Kuhn-Tucker conditions or KKT conditions for short.

Let us first give a general form of constrained optimization

\[
\min_{x \in \mathbb{R}^n} f(x) \tag{2.10}
\]

s.t. \( c_i(x) = 0, \ i \in \mathcal{E}, \) \[ c_i(x) \geq 0, \ i \in \mathcal{I}, \]

where \( f \) and functions \( c_i \) are differentiable on a subset of \( \mathbb{R}^n \), and \( \mathcal{E}, \mathcal{I} \) are sets of finite indices. The Lagrangian function associated with the problem (2.10) is defined as

\[
\mathcal{L}(x, \lambda) = f(x) - \sum_{i \in \mathcal{E} \cup \mathcal{I}} \lambda_i c_i(x).
\]

Definition 2.1.20. (Active set.) The active set \( \mathcal{A}(x) \) at any feasible \( x \) is the union of the set \( \mathcal{E} \) with the indices of the active inequality constraints, that is,

\[
\mathcal{A}(x) = \mathcal{E} \cup \{i \in \mathcal{I} | c_i(x) = 0\}. \tag{2.11}
\]
Definition 2.1.21. (LICQ.) Given the point \( x^* \) and the active set \( A(x^*) \) defined by (2.11), we say that the linear independence constraint qualification (LICQ) holds if the set of active constraint gradients \( \{\nabla c_i(x^*), i \in A(x^*)\} \) is linearly independent.

Definition 2.1.22. A point \( x^* \) is a local solution of the problem (2.10) if \( x^* \in \Omega \) and there is a neighborhood \( N \) of \( x^* \) such that \( f(x) \geq f(x^*) \) for \( x \in N \cap \Omega \), where \( \Omega \) is the feasible set of (2.10).

Now we are ready to state the KKT conditions.

Theorem 2.1.2. Suppose that \( x^* \) is a local solution of (2.10) and that the LICQ holds at \( x^* \). Then there is a Lagrange multiplier vector \( \lambda^* \), with components \( \lambda_i^*, i \in E \cup I \), such that the following conditions are satisfied at \((x^*, \lambda^*)\)

\[
\nabla_x L(x^*, \lambda^*) = 0, 
\]

\[
c_i(x^*) = 0, \quad \forall i \in E, 
\]

\[
c_i(x^*) \geq 0, \quad \forall i \in I, 
\]

\[
\lambda_i^* \geq 0, \quad \forall i \in I, 
\]

\[
\lambda_i^* c_i(x^*) = 0, \quad \forall i \in E \cup I. 
\]

In the KKT conditions, (2.12b) and (2.12c) state that \( x^* \) is primal feasible, (2.12d) indicates \( \lambda^* \) is dual feasible, and (2.12e) is called complementarity condition, which can be rewritten as

\[
\lambda_i^* c_i(x^*) = 0, \quad \forall i \in I. 
\]

Remark 2.1.8. There might be many vectors \( \lambda^* \) satisfying the conditions (2.12) for a given problem of the form (2.10) and solution point \( x^* \). However, when LICQ holds, the optimal \( \lambda^* \) is unique.
Corollary 2.1.1. Let $x^*$ be a local minimizer of differentiable function $f(x)$ subject to linear equality constraints

$$\{x \in \mathbb{R}^n \mid Ax = b \} \neq \emptyset,$$

where $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$, $m < n$. Then there exists a vector of multipliers $\lambda^*$ such that

$$\nabla f(x^*) = A^T \lambda^*.$$

Theorem 2.1.3. (Second-order optimality condition.) Let $x^*$ be a local minimizer of twice differentiable function $f(x)$. Then

$$\nabla f(x^*) = 0, \quad H_f(x^*) \succeq 0,$$

where $H_f(x)$ is the Hessian of function $f$ at $x$.

The above theorem is again only a necessary condition of a local minimizer. Now let us give a sufficient condition.

Theorem 2.1.4. Let function $f$ be twice differentiable function on $\mathbb{R}^n$ and $x^*$ satisfy the following conditions:

$$\nabla f(x^*) = 0, \quad H_f(x^*) \succ 0.$$

Then $x^*$ is a strict local minimizer of $f(x)$.

The above theorems state the optimality conditions for differentiable functions. More generally, we have the following theorem which presents an optimality condition for possibly nondifferentiable functions.

Theorem 2.1.5. Let $f : \mathcal{X} \to (-\infty, +\infty]$ be a proper convex function. Then

$$x^* \in \arg \min \{f(x) : x \in \mathcal{X}\}$$
if and only if $0 \in \hat{\partial} f(x^*)$.

Next, let us introduce an important definition, proximal mapping (also called proximal operator).

**Definition 2.1.23.** Given a function $g : X \to (-\infty, +\infty]$, the proximal mapping of $g$ is the operator given by

$$\text{prox}_{t,g}(x) = \arg \min_u \left\{ \frac{1}{2t} \|u - x\|^2 + g(u) \right\}.$$  

Proximal mapping gives a closed-form solution to problems with a wide choices of function $g$. We list a few examples here. For the sake of simplicity, the value of $t$ is set to 1 and is omitted in the subscript of proximal operator.

- When $g$ is affine, i.e., $g(u) = a^T u + c$, where $a \in \mathbb{R}^n$ and $c \in \mathbb{R}$, then
  $$\text{prox}_g(x) = \arg \min_u \left\{ \frac{1}{2} \|u - x\|^2 + a^T u + c \right\} = x - a.$$  

- If $g$ is convex quadratic given by $g(u) = \frac{1}{2} u^T A u + b^T u + c$, where $A$ is positive definite, $b \in \mathbb{R}^n$ and $c \in \mathbb{R}$, then
  $$\text{prox}_g(x) = \arg \min_u \left\{ \frac{1}{2} \|u - x\|^2 + \frac{1}{2} u^T A u + b^T u + c \right\} = (A + I)^{-1}(x - b).$$  

- Let $g$ be the $l_1$ norm with parameter $\lambda > 0$, we have
  $$\text{prox}_g(x) = \arg \min_u \left\{ \frac{1}{2} \|u - x\|^2 + \lambda \|u\|_1 \right\} = S_\lambda(x),$$  

where $S_\lambda(y)$ is called soft thresholding function defined as

$$S_\lambda(y) = \begin{cases} 
  y - \lambda, & y \geq \lambda, \\
  0, & |y| < \lambda, \\
  y + \lambda, & y \leq -\lambda.
\end{cases}$$

The following theorem states the nonexpansivity of proximal operator.
Theorem 2.1.6. Let $f$ be a proper closed and convex function. Then for any $x, y \in X$, we have

$$\|\text{prox}_f(x) - \text{prox}_f(y)\| \leq \|x - y\|.$$  

In the following, we present some frequently used properties and definitions when proving convergence of algorithms or convergence rate.

Definition 2.1.24. A sequence $\{x_n\}$ is called Cauchy sequence if for any $\epsilon > 0$, there exists an $N$ such that

$$\|x_n - x_m\| < \epsilon$$

for all $m, n \geq N$.

For Cauchy sequence, we have following lemmas.

Lemma 2.1.3. Any Cauchy sequence is bounded.

Lemma 2.1.4. Every convergent sequence is a Cauchy sequence.

Lemma 2.1.5. Every real Cauchy sequence possesses a limit.

We also have an important inequality stated in the theorem below.

Theorem 2.1.7. Suppose $x$ and $y$ are vectors in $\mathbb{R}^n$. The Cauchy-Schwarz inequality says

$$|\langle x, y \rangle| \leq \|x\| \cdot \|y\|.$$ 

Equality occurs if and only if $\|y\|$ is a multiple of $\|x\|$ or vice versa.

Convergence rate is one of the key features to measure the performance of an algorithm. We list a few here and refer to [105] for more details. Suppose we have a sequence $\{x_t\}$ in $\mathbb{R}^n$ that converges to $x^*$, then we have the following definitions on describing the convergence rate.
Definition 2.1.25. The convergence is $Q$-linear if there is a constant $r \in (0, 1)$ such that

$$\frac{\|x_{t+1} - x^*\|}{\|x_t - x^*\|} \leq r,$$

for all $t$ sufficiently large.

The above definition states that the distance from current step to the solution $x^*$ decreases at each iteration by at least a constant factor. The prefix $Q$ stands for “quotient”.

Definition 2.1.26. The convergence is $Q$-superlinear if

$$\lim_{t \to \infty} \frac{\|x_{t+1} - x^*\|}{\|x_t - x^*\|} = 0.$$

for all $t$ sufficiently large.

Definition 2.1.27. The convergence is $Q$-quadratic if

$$\frac{\|x_{t+1} - x^*\|}{\|x_t - x^*\|^2} \leq M,$$

for all $t$ sufficiently large, where $M$ is a positive constant and not necessarily less than 1.

Here are a few examples to illustrate what kind of sequence has the above convergence rate:

- The sequence $\{1 + 0.5^t\}$ converges $Q$-linearly to 1.
- The sequence $\{1 + t^{-t}\}$ converges $Q$-superlinearly to 1.
- The sequence $\{1 + 0.5^{2t}\}$ converges $Q$-quadratically to 1.

The convergence rate of some well-known methods has been established. For example, quasi-Newton methods converge $Q$-superlinearly, Newton’s method has $Q$-quadratically rate, and steepest descent algorithms converge at a $Q$-linear rate. There is also a weaker form of convergence rate, which we state in the next few definitions.
Definition 2.1.28. The convergence is $R$-linear if there is a sequence of nonnegative scalars $\{\nu_t\}$ such that

$$\|x_t - x^*\| \leq \nu_t$$

for all $t$, and $\{\nu_t\}$ converges $Q$-linearly to zero. The sequence $\{\|x_t - x^*\|\}$ is said to be dominated by $\{\nu_t\}$.

Definition 2.1.29. We say the sequence $\{x_t\}$ converges $R$-superlinearly to $x^*$ if $\{\|x_t - x^*\|\}$ is dominated by a $Q$-superlinear sequence.

Definition 2.1.30. We say the sequence $\{x_t\}$ converges $R$-quadratically to $x^*$ if $\{\|x_t - x^*\|\}$ is dominated by a $Q$-quadratic sequence.

Note that the prefix $R$ here stands for “root”. $R$-rates convergence concerns about the overall rate of decrease in the error, instead of the decrease at each iteration. For instance, the sequence

$$x_t = \begin{cases} 
1 + 0.5^t, & t \text{ even}, \\
1, & t \text{ odd},
\end{cases} \quad (2.13)$$

converges $R$-linearly to 1. However, the error does not decrease at every step. It actually increases at every second iteration.

2.2. Proximal Gradient Methods and Acceleration

In this section, we introduce some methods closely related to our unified proximal gradient method (UPG) which will be discussed in detail in Chapter 3. UPG is proposed based on the scheme of proximal gradient method with proper modification. UPG reduces to an optimal gradient method if the problem is convex and performs as a proximal gradient method with extrapolation for the nonconvex case. Therefore, we give brief introduc-
tions to the proximal gradient method and some variants, and an optimal gradient method in the next few subsections. More details can be found in [101, 49, 9, 6].

2.2.1. Proximal Gradient Method

Considering a general unconstrained optimization problem, gradient descent method solves it by taking steps towards the negative gradient direction by small step-sizes. If the gradient does not exist for the objective function, then the subgradient method can be applied, which has the same idea as the gradient descent method with simple modification in the update steps, i.e., the subgradient method uses subgradient (see Definition 2.1.15) instead of gradient to be the descent direction.

Simply taking gradient or subgradient of the objective function as a search direction does not exploit the structure of the objective function that an optimization problem may carry. For example, the objective function can be a sum of two components. Thus proximal gradient method is proposed to leverage such composite structure of the problem.

Suppose we have following unconstrained composite optimization problem

$$\min_{x \in \mathbb{R}^n} F(x) := f(x) + p(x),$$

(2.14)

where $f(x)$ is convex and differentiable with $\text{dom}(f) = \mathbb{R}^n$ and $p(x)$ is convex but possibly nondifferentiable. Instead of making quadratic approximation of the function $F(x)$, like that in gradient descent method, the proximal gradient method only approximates the differentiable component $f(x)$ of the objective function and keeps the nondifferentiable part $p(x)$.

By doing so, the proximal gradient method actually tries to find the minimizer of
the following problem at $k$-th iteration

$$x_{k+1} = \arg \min_{x \in \mathbb{R}^n} \left\{ f(x_k) + \langle \nabla f(x_k), x - x_k \rangle + \frac{1}{2t_k} \| x - x_k \|^2 + p(x) \right\}, \quad (2.15)$$

where $t_k \in \mathbb{R}$ is a positive parameter. We can see from (2.15) the quadratic approximation of $f(x)$ is in fact the sum of the linearization of $f$ around the previous output $x_k$ and a proximal term.

After some algebraic manipulation and cancellation of some constant terms, by the definition of proximal mapping in Definition 2.1.23, the minimization (2.15) can be reformulated into

$$x_{k+1} = \arg \min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2t_k} \| x - (x_k - t_k \nabla f(x_k)) \|^2 + p(x) \right\} = \text{prox}_{t_k, p}(x_k - t_k \nabla f(x_k)). \quad (2.16)$$

And the above method is called proximal gradient method.

The proximal gradient method can be viewed as two steps. First, it applies gradient descent method with stepsize of $t_k$ to the differentiable part of the objective function, which is the function $f(x)$ in (2.14). This step corresponds to the input of the proximal mapping in (2.16). The second step is to evaluate the proximal mapping at the output from the first step. This stage only needs the information of the nondifferentiable component, namely $p(x)$, and does not depend on $f(x)$.

The update step (2.16) in the proximal gradient method can also be compactly written as

$$x_{k+1} = T_{t_k}(x_k)$$
where $\mathcal{T}_t(x)$ is called prox-grad operator defined by

$$
\mathcal{T}_t(x) = \text{prox}_{t,p}(x - t\nabla f(x)).
$$

This compact writing gives an important notion that is frequently used in the convergence analysis of the proximal gradient method and its variants, that is the so-called gradient mapping. The gradient mapping is defined as

$$
G(x) = \frac{1}{t}(x - \mathcal{T}_t(x)).
$$

The gradient mapping can be demonstrated as a generalization of the idea of gradient. When functions $f$ and $p$ are differentiable, the gradient mapping is just the ordinary gradient. For more general cases, it is shown that the magnitude of the gradient mapping vanishes as the solution to the proximal subproblem approaches to a stationary point of the primal problem (2.14).

**Remark 2.2.1.** The proximal gradient method has close connection to gradient descent method and projected gradient method. In the case that $p$ is 0, the proximal gradient method reduces to the gradient descent method. If $p$ is some indicator function, then the proximal gradient method proceeds as projected gradient method.

The proximal gradient method has an $O(1/k)$ rate of convergence of the generated function values to the optimal value for the convex case and a linear convergence rate for strongly convex case.

One of the most popular applications of the proximal gradient method is to solve LASSO, which is given by

$$
\min_{x \in \mathbb{R}^n} \frac{1}{2}\|y - Ax\|^2 + \lambda\|x\|_1.
$$

(2.18)
where \( y \in \mathbb{R}^m, A \in \mathbb{R}^{m \times n} \) and \( \lambda > 0 \). It is easy to see the first term and the \( l_1 \) regularization in (2.18) correspond to the differentiable component \( f \) and nonsmooth part \( p \) in (2.14), respectively.

If we directly apply the proximal gradient method, namely making quadratic approximation of the \( l_2 \) term around a point \( z \) and doing some algebraic manipulation, we can rewrite (2.18) as

\[
\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2} \| y - Az \|^2 + \langle -A^T(y - Az), x - z \rangle + \frac{1}{2t} \| x - z \|^2 + \lambda \| x \|_1 \right\},
\]

where \( t > 0 \). Then it is equivalent to

\[
\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2t\lambda} \| x - z - tA^T(y - Az) \|^2 + \| x \|_1 \right\}, \tag{2.19}
\]

where \( \frac{1}{2} \| y - Az \|^2 \) is dropped since it does not depend on \( x \). We need to point out that moving \( \lambda \) to the first term does not affect the minimizer, i.e., (2.19) has the same solution as that of the reformulation of (2.18) without dividing \( \lambda \) in the objective function. An alternative way to obtain (2.19) is to replace \( \nabla f \) by \( \nabla f(z) = -A^T(y - Az) \) in (2.16) and divide \( \lambda \) in both terms. Note that here we consider an arbitrary point \( z \in \mathbb{R}^n \) instead of a specific point, e.g., \( x_k \), and ignore the difference of \( t_k \) and \( t \).

By Definition 2.1.23 of the proximal mapping and letting \( z \) be the previous iterate \( x_k \), then (2.19) is equivalent to

\[
x_{k+1} = \text{prox}_{t\lambda \| \cdot \|_1} (x_k + tA^T(y - Ax_k)). \tag{2.20}
\]

The above method is called the iterative shrinkage-thresholding algorithm (ISTA). Then we can directly see the solution to (2.20) is

\[
x_{k+1} = S_{t\lambda}(x_k + tA^T(y - Ax_k)),
\]
where $\mathcal{S}_t(x)$ is the soft thresholding function.

### 2.2.2. Accelerated Proximal Gradient Method

The proximal gradient method obtains a convergence rate of $O(1/k)$ in terms of function value gap for general convex nonsmooth optimization. Since the best-known convergence rate obtained by first-order methods is $O(1/k^2)$ for convex smooth problems, a lot of work has been made to further improve the convergence rate of the proximal gradient method to reach the optimal rate, among which the fast iterative shrinkage-thresholding algorithm (FISTA) by Beck and Teboulle in [9] is a typical accelerated variant of the proximal gradient method.

FISTA can be seen as a generalization of ISTA. Both FISTA and ISTA involve finding solutions of a proximal subproblem. However, ISTA solves the proximal subproblem which is evaluated at the previous point $x_k$, see the update in (2.20), while the subproblem in FISTA is formulated as

$$x_k = \text{prox}_{t_k,p}(G(t_k, y_k)),$$  \hspace{1cm} (2.21)

where $G(t_k, y_k)$ is some gradient step of the smooth part $f$ in (2.14) at a new point $y_k$ with stepsize $t_k$, and $y_k$ is given by

$$\theta_{k+1} = \frac{1 + \sqrt{1 + 4\theta_k^2}}{2}, \hspace{1cm} (2.22)$$

$$y_{k+1} = x_k + \left(\frac{\theta_k - 1}{\theta_{k+1}}\right)(x_k - x_{k-1}). \hspace{1cm} (2.23)$$

We can see from (2.23) that $y_k$ is generated by a linear combination of the two most recent points and is easy to compute. So the introduction of $y_k$ does not add expensive computational cost compared to ISTA. In addition, two choices of $t_k$ in (2.21) are
presented by the authors. One way sets \( t_k = L_f \) throughout the iterations where \( L_f \) is the Lipschitz constant of \( f \). The other is to choose it by backtracking. Furthermore, \( \theta_k \) does not have to be that in (2.22). It can be any sequence satisfying \( (i) \ \theta_k \geq \frac{k+2}{2}; (ii) \ \theta_{k+1}^2 - \theta_k^2 \leq 0 \) for any \( k \geq 0 \). For example, another possible selection of \( \theta_k \) is \( \frac{k+2}{2} \).

With the above structure (2.21) - (2.23) and that \( t_k \) is chosen to be constant or by backtracking and \( \theta_k \) meets the above criteria, it is proved that FISTA achieves an \( O(1/k^2) \) rate of convergence with respect to function value gap, which improves the convergence rate \( O(1/k) \) of ISTA despite ISTA and FISTA have essentially same steps.

### 2.2.3. Accelerated Gradient Method

In this subsection, we present an accelerated gradient method (AG) proposed by Ghadimi and Lan in [49], which generalized Nesterov's accelerated gradient method originally solving convex smooth optimization to further address both convex and nonconvex optimization problems by applying some stepsize strategy. Since our unified proximal gradient method in Chapter 3 will reduce to this accelerated gradient method if the optimization problem is convex, we only discuss the AG method for convex composite optimization and skip the details for the nonconvex case.

The AG method considers a class of composite problems given by

\[
\min_{x \in \mathbb{R}^n} f(x) + p(x) + \mathcal{X}(x),
\]

where \( f \) and \( p \) are both Lipschitz continuously differentiable and convex, and \( \mathcal{X} \) is convex but possibly nonsmooth with bounded domain.

The AG method has three important steps. It first updates a point \( \tilde{x}_{k+1} \) at the
points from previous iteration by

\[ \hat{x}_{k+1} = (1 - \alpha_{k+1})x_k + \alpha_{k+1} \hat{x}_k, \]

where \( \alpha \) is preset by some stepsize policy. Then the negative gradient evaluated at the most recent point \( \hat{x}_{k+1} \) is used to be the search direction of the gradient steps in two proximal subproblems, which are as follows:

\[
\begin{align*}
\bar{x}_{k+1} &= \text{prox}_{\lambda_{k+1}, \chi}(\hat{x}_k - \lambda_{k+1} \nabla \Phi(\hat{x}_{k+1})), \\
x_{k+1} &= \text{prox}_{\beta_{k+1}, \chi}(\bar{x}_{k+1} - \beta_{k+1} \nabla \Phi(\bar{x}_{k+1})),
\end{align*}
\]

where \( \Phi(x) := f(x) + p(x) \) is the smooth part of the objective function in (2.24), \( \lambda \) and \( \beta \) are chosen by certain stepsize strategy.

Stepsize policy is significant in gradient descent method and its variants. The authors established criteria that \( \alpha, \lambda \) and \( \beta \) should satisfy for the algorithm to converge and additionally achieve the optimal convergence rate. An example of selecting \( \alpha, \lambda \) and \( \beta \) is given as

\[
\alpha_k = \frac{2}{k+1}, \quad \beta_k = \frac{1}{2L_{\Phi}}\quad \text{and} \quad \lambda_k = \frac{k \beta_k}{2}, \quad \forall k \geq 1,
\]

where \( L_{\Phi} \) is the Lipschitz constant of \( \Phi \). For convex cases, the choice of \( \lambda \) in (2.25) is more aggressive than that of nonconvex situations since \( \lambda \) in (2.25) is in the order of \( O(k/L_{\Phi}) \) while it is in the order of \( O(1/L_{\Phi}) \) for general nonconvex problems. For more selections of stepsize for both cases, we refer to [49].

The AG method with stepsize selection in (2.25) is proved to converge at the rate of \( O(1/k^2) \) in terms of function value gap, which is the optimal rate for first-order methods. Recall the definition of the gradient mapping in (2.17), then the gradient mapping for
this particular method (i.e., the AG method) is given by

\[ G(\tilde{x}_k) = \frac{1}{\beta_k} (\tilde{x}_k - \mathcal{T}_{\beta_k,x}(\tilde{x}_k)) = \frac{1}{\beta_k} (\tilde{x}_k - x_k). \]

It is shown that the norm square of the gradient mapping converges at the rate of \( \mathcal{O}(L_\beta^2/k^3 + L_\phi L_f/k) \) for this AG method.

2.3. Alternating Direction Method of Multipliers and Related Methods

In this section, we review two well-known algorithms, the augmented Lagrangian method (ALM, also called the method of multipliers) and alternating direction proximal method of multipliers (AD-PMM), that solve optimization with a separable objective function and linear equality constraints. Alternating direction method of multipliers (ADMM) is a special case of AD-PMM. Here we only give brief introductions of ALM and AD-PMM here. We refer to [16, 6] for more details.

2.3.1. Augmented Lagrangian Method

Consider the following optimization problem

\[
\min_{(x,y) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}} f(x) + g(y)
\]

s.t. \( Ax + By = b, \)

where \( f \) and \( g \) are proper closed convex functions, \( A \in \mathbb{R}^{m \times n_1}, B \in \mathbb{R}^{m \times n_2} \) and \( b \in \mathbb{R}^m. \)

Then the Lagrangian function associated with problem (2.26), denoted as \( \mathcal{L}(x,y,\lambda), \) is defined by

\[
\mathcal{L}(x,y,\lambda) = f(x) + g(y) - \lambda^T(Ax + By - b),
\]

where \( \lambda \) is called Lagrange multiplier. In addition, the augmented Lagrangian with
penalty parameter $\beta > 0$, denoted as $\mathcal{L}_\beta(x, y, \lambda)$, is given by

$$
\mathcal{L}_\beta(x, y, \lambda) = \mathcal{L}(x, y, \lambda) + \frac{\beta}{2} \|Ax + By - b\|^2.
$$

(2.28)

The augmented Lagrangian can be viewed as the Lagrangian of the following problem

$$
\begin{aligned}
\min_{(x, y) \in \mathbb{R}^n_1 \times \mathbb{R}^n_2} & f(x) + g(y) + \frac{\beta}{2} \|Ax + By - b\|^2 \\
\text{s.t.} & Ax + By = b.
\end{aligned}
$$

(2.29)

Then we have the associated dual function of the problem (2.29)

$$
h_\beta(\lambda) = \inf_{x, y} \mathcal{L}_\beta(x, y, \lambda)
$$

(2.30)

and the dual problem at $k$-th iteration

$$
\lambda_{k+1} = \arg \max_{\lambda} h_\beta(\lambda).
$$

(2.31)

By Theorem 2.1.5, we have $\lambda_{k+1}$ satisfies

$$
0 \in \partial h_\beta(\lambda_{k+1})
$$

if and only if $\lambda$ is updated as

$$
\lambda_{k+1} = \lambda_k - \beta (Ax_{k+1} + By_{k+1} - b),
$$

(2.32)

where

$$
x_{k+1} \in \arg \min \{f(x) - \langle A^T \lambda_{k+1}, x \rangle\},
$$

(2.33)

$$
y_{k+1} \in \arg \min \{g(y) - \langle B^T \lambda_{k+1}, y \rangle\}.
$$

(2.34)

By applying (2.32) and Theorem 2.1.5, (2.33) and (2.34) are equivalent to

$$
(x_{k+1}, y_{k+1}) \in \arg \min_{x, y} \left\{ f(x) + g(y) + \frac{\beta}{2} \|Ax + By - b - \frac{1}{\beta} \lambda_k\|^2 \right\}.
$$

(2.35)
Note that if we expand the quadratic term in (2.35) and drop one of the resulting terms \( \frac{1}{2\gamma} \| \lambda_k \|^2 \) as it does not depend on \( x \) or \( y \), then the objective function will be exactly \( \mathcal{L}_\beta(x, y, \lambda_k) \). Now we are ready to give the augmented Lagrangian method, which contains two stages:

\[
(x_{k+1}, y_{k+1}) \in \arg \min_{x, y} \mathcal{L}_\beta(x, y, \lambda_k), \tag{2.36}
\]

\[
\lambda_{k+1} = \lambda_k - \beta(Ax_{k+1} + By_{k+1} - b). \tag{2.37}
\]

The name of ALM comes from the minimization of the augmented Lagrangian function in the first step.

2.3.2. Alternating Direction Proximal Method of Multipliers

If we look closely at the subproblem (2.36), it is easy to observe that finding the solution of the joint subproblem is difficult due to the coupling terms of \( x \) and \( y \) in the quadratic term of the augmented Lagrangian. A practical way to handle the challenge is to decompose the subproblem into two minimization problems, i.e., we first minimize the objective function with respect to \( x \), then minimize it with respect to \( y \). This modification allows the minimization to proceed over only one variable each time instead of a pair in the original subproblem. Besides, a proximity term is added to each resulting subproblem to further generalize this method. Thus, we have the following alternating direction proximal method of multipliers (AD-PMM):

\[
x_{k+1} \in \arg \min_x \left\{ \mathcal{L}_\beta(x, y_k, \lambda_k) + \frac{1}{2} \| x - x_k \|^2_{\mathcal{D}_x} \right\}, \tag{2.38}
\]

\[
y_{k+1} \in \arg \min_y \left\{ \mathcal{L}_\beta(x_{k+1}, y, \lambda_k) + \frac{1}{2} \| y - y_k \|^2_{\mathcal{D}_y} \right\}, \tag{2.39}
\]

\[
\lambda_{k+1} = \lambda_k - \beta(Ax_{k+1} + By_{k+1} - b), \tag{2.40}
\]
where $D_x \in \mathbb{R}^{n_1 \times n_1}$ and $D_y \in \mathbb{R}^{n_2 \times n_2}$ are positive semidefinite (see Definition 2.1.14).

Adding the proximity term can lead to various algorithms. For example, in the case that $D_x$ and $D_y$ are both zero matrices, the proximity terms in (2.38) and (2.39) are actually dropped. AD-PMM reduces to a method named alternating direction method of multipliers (ADMM). ADMM can also be viewed as a direct generalization of ALM with solving the subproblem in ALM coordinate-wise.

When $D_x = \alpha_1 \mathbf{I} - \beta A^T A$ and $D_y = \alpha_2 \mathbf{I} - \beta B^T B$ with $\alpha_1 \geq \beta \sigma_{\text{max}}(A^T A)$ and $\alpha_2 \geq \beta \sigma_{\text{max}}(B^T B)$ where $\sigma_{\text{max}}(W)$ denotes the largest eigenvalue of a matrix $W$, then it still holds $D_x$ and $D_y$ are positive semidefinite. Recall that (2.35) is equivalent to (2.36).

The objective function in (2.38) can be reformulated as

$$f(x) - \lambda_k^T (Ax + By_k - b) + \frac{\beta}{2} \|Ax + By_k - b\|^2 + \frac{1}{2} \|x - x_k\|^2_{D_x}$$

where the equalities hold up to a constant which does not depend on $x$. Therefore (2.38) can be written as

$$x_{k+1} \in \arg\min_x \left\{ f(x) + \beta \langle Ax, Ax_k + By_k - b - \frac{1}{\beta} \lambda_k \rangle + \frac{\alpha_1}{2} \|x - x_k\|^2 \right\}.$$  \hspace{1cm} (2.41)

Similarly, we have the $y$-subproblem (2.39) as

$$y_{k+1} \in \arg\min_y \left\{ g(y) + \beta \langle By, Ax_{k+1} + By_k - b - \frac{1}{\beta} \lambda_k \rangle + \frac{\alpha_2}{2} \|y - y_k\|^2 \right\}.$$  \hspace{1cm} (2.43)
Note that the second term in (2.42), namely the inner product, in fact comes from the linearization of $\frac{\beta}{2} \left\| Ax + By_k - b - \frac{1}{\beta} \lambda_k \right\|^2$ around the point $x_k$. Same observation holds for that in (2.43). Thus, the steps (2.42) and (2.43), together with the dual variable update (2.40) are called alternating direction linearized proximal method of multipliers (AD-LPMM).

Since both ADMM and AD-LPMM are variants of AD-PMM by choosing different matrices in the proximal terms, we only state the convergence results of AD-PMM. Under mild assumptions, AD-PMM is shown to converge at a rate of $O(1/k)$ in terms of function value and residual of the equality constraints.
Chapter 3. Unified Proximal Gradient Method for Composite Problems

In this chapter, we propose a unified algorithm that is based on the proximal gradient method and is equipped with extrapolation and linesearch techniques. The algorithm deals with composite optimization problems that are possibly nonsmooth and nonconvex. It gives a unified way to solve convex and nonconvex problems. If the composite problems are convex, the algorithm reduces to an accelerated gradient method similar to Algorithm 2 in [49] for convex cases and obtains the best-known convergence rate of first-order methods. When the problems are nonconvex, a linesearch technique is activated which improves the efficiency of the method, and the algorithm performs as a proximal gradient method with extrapolation.

3.1. Composite Problems

Let us consider the composite optimization problem

$$\min_{x \in \mathcal{X}} F(x) := f(x) + p(x),$$

(3.1)

where $\mathcal{X} \subset \mathbb{R}^n$ is a closed convex set, $f$ is Lipschitz continuously differentiable on an open set containing $\mathcal{X}$, but possibly nonconvex and $p : \mathcal{X} \to \mathbb{R}$ is a proper closed convex, but possibly nonsmooth, function. The constraint $x \in \mathcal{X}$ can also be formulated as an indicator function of $\mathcal{X}$ into the function $p$. Applications in the form of (3.1) appear frequently in machine learning, statistical inference, and image processing (e.g., [83, 78, 69, 58]).

Motivated by the wide practical applications of problems in the form of (3.1), the advantage of extrapolation and the need of more efficient methods to handle both convex and nonconvex problems, a unified proximal gradient method with extrapolation is proposed in Algorithm 3.1. The contribution of the work mainly lies in the following aspects.
First, the proposed method gives unified treatment to the problem (3.1) for which the problem may be convex or not. Much work has been done to solve the problem (3.1). When both $f$ and $p$ are convex, the accelerated gradient methods are proved to achieve an optimal convergence rate of $\mathcal{O}(1/k^2)$. However, the convergence for the nonconvex case is not fully clear [8, 9]. In the case that $f$ is nonconvex but $g$ is convex, the convergence results are shown for methods like general iterative shrinkage and thresholding in [59], gradient descent with proximal average in [139]. However, the convergence rate of these methods for the convex situations are not analyzed. The analysis of a generalized accelerated gradient method in [49] provides convergence in terms of gradient mapping for the case only when $f$ is possibly nonconvex. If both $f$ and $p$ are nonconvex, APG-like algorithms are proposed in [87] to solve the problems. The algorithms have accelerated convergence rate for convex problems and a linear rate of function values is achieved when the problems are nonconvex. Therefore, the study of unified methods to tackle both convex and nonconvex problems is still limited. The proposed method in Algorithm 3.1 admits unified analysis for both situations. The algorithm obtains the optimal convergence rate for convex optimization problems. When the problems are nonconvex, a linear convergence rate of the generated iterates and function values is presented under additional proper assumptions.

Second, the proposed algorithm is equipped with an extrapolation step where the extrapolation parameter is determined by a linesearch technique. Extrapolation can date back to the extragradient method of Korpelevich in [81] and the heavy ball method by Polyak in [106]. It is now greatly used in optimization methods to accelerate convergence, e.g., [20, 126, 88, 124], while not significantly increasing the computational cost. The ex-
trapolation involves a linear combination of points from previous iteration. Then the gradients in the subproblems in Algorithm 3.1 are evaluated at the extrapolated point. The extrapolation parameter is adaptively chosen by a linesearch technique, so that the extrapolation parameter is not of a fixed form, for example, $\frac{1}{t+1}$.

Third, a stochastic accelerated gradient method with variance reduction is presented in Algorithm 3.6, which is a generalization of the unified proximal gradient method in Algorithm 3.1 to solve stochastic optimization problems that can be possibly nonconvex. Stochastic methods are exceptionally useful when dealing with datasets which have huge number of samples, in other words, $n$ in problem (3.70) is extremely large. A variance reduction step is implemented such that the expectation of the stochastic gradients used in the subproblems is within some range of the gradient in the deterministic case. Numerical experiments illustrate the efficiency of the proposed stochastic method, though the theoretical results are still a work in progress.

3.2. Algorithm Description

We would like to apply Algorithm 3.1 to solve problem (3.1). Algorithm 3.1 is an extension of the accelerated gradient method for solving convex composite optimization to the case that $f$ is not necessarily convex.

Note that, if the problem is convex, the inequality in Step 2 of Algorithm 3.1 is automatically satisfied with $\mu_t = 0$ for any $t \geq 0$ (see Remark 2.1.4). In this way, the linesearch technique is inactivated. Then $\tau_t$, $\tau_{\ell}$, $\tau_l$ are all reduced to 0. Therefore, we have $\beta_t = \overline{\beta}_t$ and Step 2 is just an extrapolation step with parameter $\beta_t = \frac{2}{t+1}$. In addition, the parameters in Step 3 are also set to be $\gamma_t = \frac{2L}{t}$ and $\eta_t = L + \frac{1}{t}$. It is easy to verify that the
Initialization: Given $x_1 \in X$, $\rho > 1$, $\lambda \in [0, 1]$ and $L > L$; Set $\tilde{x}_1 = x_1$ and $\mu_0 = 0$.

For $t = 1, 2, 3, \ldots$
1. Set $\tilde{\beta}_t = 2/(t+1)$.
2. Choose the smallest integer $j \geq 0$ such that $\mu_t = \min \{\mu_{t-1} + \rho^j - 1, L\}$ and $\tilde{x}_t = \beta_t \tilde{x}_t + (1 - \beta_t) x_t$ satisfy
   \[ f(x_t) - f(\tilde{x}_t) - \langle \nabla f(\tilde{x}_t), x_t - \tilde{x}_t \rangle \geq -\frac{\mu_t}{2} \|x_t - \tilde{x}_t\|^2, \]
   where $\beta_t = \max \{\tilde{\beta}_t, \tau_t\}$ with $\tau_t = \frac{\lambda \tau_t}{1 - \sqrt[4]{L - \mu_t}}$ and $\tau_t = \frac{\mu_t}{L + \mu_t}$.
3. Set $\gamma_t = \beta_t \eta_t$, where $\eta_t = \frac{2L}{(2 - \beta_t)}$.
4. $\tilde{x}_{t+1} = \arg \min_{x \in X} \left\{ \langle \nabla f(\tilde{x}_t), x \rangle + \frac{\eta_t}{2} \|x - \tilde{x}_t\|^2 \right\}$.
5. If $\beta_t = 1$, let $x_{t+1} = \tilde{x}_{t+1}$;
6. Else $x_{t+1} = \arg \min_{x \in X} \left\{ \langle \nabla f(\tilde{x}_t), x \rangle + \frac{\eta_t}{2} \|x - \tilde{x}_t\|^2 \right\}$.

Algorithm 3.1. A unified algorithm for nonconvex composite optimization with extrapolation

The subproblem in Step 4 is equivalent to

\[ \tilde{x}_{t+1} = \text{prox}_{\frac{1}{\gamma_t} \delta_X} \left( \tilde{x}_t - \frac{1}{\gamma_t} \nabla f(\tilde{x}_t) \right), \tag{3.2} \]

where $\delta_X$ is an indicator function of $X$. Observe that the stepsize sequence $\left\{ \frac{1}{\gamma_t} \right\}$ in the subproblem (3.2) is in the order of $O(\frac{1}{L})$, which is an aggressive stepsize policy since the stepsize gets larger as iteration goes on. Furthermore, Lipschitz constants of nonlinear functions are usually difficult to get or it takes much computational effort to obtain. So, no knowledge of Lipschitz constant is required throughout the proposed algorithm for both convex and nonconvex cases. Instead, we only need a constant $L$ such that $L > L$ where $L$ is the Lipschitz constant of the function $f$.

3.3. Global Convergence Analysis

In this section, we discuss the global convergence of Algorithm 3.1. We have the following assumptions throughout the chapter.

Assumption 3.3.1. The gradient of $f$ is Lipschitz continuous, i.e., there exists a constant
\( \mathcal{L} > 0 \) such that
\[
\| \nabla f(x) - \nabla f(y) \| \leq \mathcal{L} \| x - y \|
\] (3.3)
for any \( x, y \in \mathcal{X} \).

**Assumption 3.3.2.** Assume \( p \) has a strongly convex modulus \( \nu \geq 0 \), i.e., for any \( x \in \mathcal{X} \), \( y \in \mathcal{X} \) and \( p \in \hat{\partial} p(x) \), it has
\[
p(y) - p(x) - \langle p, y - x \rangle \geq \frac{\nu}{2} \| x - y \|^2,
\] (3.4)
where \( \hat{\partial} p(x) \) is the subdifferential of the proper closed convex function \( p \) at \( x \).

**Assumption 3.3.3.** Assume the function value of \( F \) on \( \mathcal{X} \) is bounded below, i.e., we have
\( F \geq -\infty \), where \( F := \inf_{x \in \mathcal{X}} F(x) \).

Note that based on Assumption 3.3.1, there exists a constant \( \mu \in [0, \mathcal{L}] \) such that
\[
-\frac{\mu}{2} \| x - y \|^2 \leq f(y) - f(x) - \langle \nabla f(x), y - x \rangle \leq \frac{\mathcal{L}}{2} \| x - y \|^2;
\] (3.5)
for any \( x, y \in \mathcal{X} \).

When \( f \) is a convex function, Algorithm 3.1 will be just reduced to an accelerated gradient method for solving convex composite optimization. In this case the convergence properties of Algorithm 3.1 is standard and had been established in the literature [49]. Hence, we just state the following convergence theorem and only provide a sketch of its proof.

**Theorem 3.3.1.** Suppose the Assumptions 3.3.1 and 3.3.2 hold, and \( f \) is a convex function. If the solution set of problem (3.1) is not empty, for the iterates generated by Algorithm 3.1, we have
\[
F(x_{k+1}) - F(x^*) \leq \frac{2L}{k(k+1)} \| x^* - x_1 \|^2
\] (3.6)
and

\[
\min_{t \in \{1, \ldots, k\}} \|g(\tilde{x}_t)\|^2 \leq \frac{24L^3}{(L - \mathcal{L})k^2(k + 1)} \|x^* - x_1\|^2, \tag{3.7}
\]

where \(g(\tilde{x}_t) = \eta_t(\tilde{x}_t - x_{t+1})\) and \(x^*\) is any optimal solution of (3.1).

**Proof.** Since \(\mu_0 = 0\) and \(f\) is a convex function, we can see from Algorithm 3.1 that \(\mu_t = 0\) for all \(t \geq 0\), which implies \(\tau_t = \frac{1}{2} \left(1 - \sqrt{L - \mu_t}/(L + \mu_t)\right) = 0\) and \(\tau_t = \mu_t/(L + \mu_t) = 0\) for all \(t \geq 1\). Hence, we have \(\tau_t = 0\) and \(\beta_t = \beta_t\) for all \(t \geq 1\). So, in this case, Algorithm 3.1 is just reduced to an accelerated gradient method for solving convex composite optimization. Then, following the convergence results in the literature, the iterates generated by Algorithm 3.1 have the following property: for any \(x \in \mathcal{X}\), we have

\[
F(x_{t+1}) - F(x) \leq (1 - \beta_t)(F(x_t) - F(x)) + \frac{\beta_t \gamma_t}{2} \left[\|x - \bar{x}_t\|^2 - \|x - \bar{x}_{t+1}\|^2\right] - \frac{\eta_t - \mathcal{L}}{2 \eta_t^2} \|g(\tilde{x}_t)\|^2 - \frac{\eta_t}{2} \|x_{t+1} - \bar{x}_{t+1}\|^2, \tag{3.8}
\]

where \(\bar{x}_{t+1} = \beta_t \bar{x}_t + (1 - \beta_t)x_t\), \(\eta_t - \mathcal{L} = 2L/(2 - \beta_t) - \mathcal{L} = L(t + 1)/t - \mathcal{L} > L - \mathcal{L} > 0\) and \(g(\tilde{x}_t) = \eta_t(\tilde{x}_t - x_{t+1})\).

Dividing \(\Gamma_t = 2/(t(t + 1))\), \(t \geq 1\), on both sides of (3.8), for \(t \geq 2\), we obtain

\[
\frac{1}{\Gamma_t} (F(x_{t+1}) - F(x)) + \frac{\eta_t - \mathcal{L}}{2 \eta_t^2 \Gamma_t} \|g(\tilde{x}_t)\|^2 + \frac{\eta_t}{2 \Gamma_t} \|x_{t+1} - \bar{x}_{t+1}\|^2 \\
\leq \frac{1}{\Gamma_{t-1}} (F(x_t) - F(x)) + \frac{\beta_t \gamma_t}{2 \Gamma_t} \left[\|x - \bar{x}_t\|^2 - \|x - \bar{x}_{t+1}\|^2\right],
\]

which by \(\eta_t = L(t + 1)/t\), \(\beta_t = 2/(t + 1)\) and \(\gamma_t = 2L/t\) can be simplified to

\[
\frac{1}{\Gamma_t} (F(x_{t+1}) - F(x)) + \frac{L - \mathcal{L}}{4L^2(t + 1)/t^3} \|g(\tilde{x}_t)\|^2 + \frac{L(t + 1)^2}{4} \|x_{t+1} - \bar{x}_{t+1}\|^2 \\
\leq \frac{1}{\Gamma_{t-1}} (F(x_t) - F(x)) + \|x - \bar{x}_t\|^2 - \|x - \bar{x}_{t+1}\|^2. \tag{3.9}
\]
When \( t = 1 \), by (3.8) and \( \beta_1 = 1 \), we have
\[
\frac{1}{\Gamma_1} (F(x_2) - F(x)) + \frac{L - \mathcal{L}}{8L^2} \|g(\bar{x}_1)\|^2 + L\|x_2 - \bar{x}_{t+1}\|^2 \\
\leq \|x - \bar{x}_1\|^2 - \|x - \bar{x}_2\|^2.
\] (3.10)

Adding (3.9) and (3.10) for \( t = 1, \ldots, k \), we have
\[
k \sum_{t=1}^k \left( \frac{L - \mathcal{L}}{4L^2(t+1)/t^3} \|g(\bar{x}_t)\|^2 + \frac{L(t+1)^2}{4} \|x_{t+1} - \bar{x}_{t+1}\|^2 \right) \\
+ \frac{1}{\Gamma_k} (F(x_{k+1}) - F(x)) \\
\leq \|x - \bar{x}_1\|^2 = \|x - x_1\|^2,
\] (3.11)
for any \( x \in \mathcal{X} \). Then, taking \( x = x^* \) in (3.11), we can derive (3.6) and (3.7) by direct calculations.

We add a few observations about the results in Theorem 3.3.1. For the convex case, UPG achieves the convergence rate \( O(1/k^2) \) in (3.6) in terms of function values, which is the best-known convergence rate for methods only using first-order information. Additionally, the gradient mapping converges at the rate of \( O(1/k^3) \) by (3.7). In other words, UPG can find a solution \( \bar{x} \) such that \( \|g(\bar{x})\|^2 \leq \epsilon \) in \( O(1/\epsilon^{1/3}) \) iterations.

In the following we focus on studying the convergence of Algorithm 3.1 when \( f \) is not necessarily a convex function. We first have the following lemma.

**Lemma 3.3.1.** Suppose the Assumptions 3.3.1 and 3.3.2 hold. Then, for the iterates generated by Algorithm 3.1, we have
\[
F(x_{t+1}) \leq F(x_t) + \frac{\mu_t + \gamma_t/\beta_t}{2} \|x_t - \bar{x}_t\|^2 - \frac{\gamma_t/\beta_t}{2} \|x_{t+1} - x_t\|^2 \\
- \frac{\beta_t\nu}{2} \|\bar{x}_{t+1} - x_t\|^2 - \frac{\eta_t - \mathcal{L}}{2\eta_t^2} \|g(\bar{x}_t)\|^2 - \frac{\eta_t + \nu}{2} \|x_{t+1} - \bar{x}_{t+1}\|^2,
\] (3.12)
where
\[ \tilde{x}_{t+1} = \beta_t \tilde{x}_{t+1} + (1 - \beta_t) x_t. \] (3.13)

**Proof.** We first observe that all the iterates \( x_t, \tilde{x}_t \) and \( \hat{x}_t \) are contained in \( \mathcal{X} \) and \( \beta_t \in (0, 1] \) for all \( t \geq 1 \). Then, by the definition of \( \tilde{x}_{t+1} \) in (3.13), we also have \( \tilde{x}_{t+1} \in \mathcal{X} \), since \( \mathcal{X} \) is a convex set. By (3.5), the following relations hold
\[
 f(x_{t+1}) \leq f(\tilde{x}_t) + \langle \nabla f(\tilde{x}_t), x_{t+1} - \tilde{x}_t \rangle + \frac{L}{2} \| x_{t+1} - \tilde{x}_t \|^2 \]
\[
= f(\tilde{x}_t) + \langle \nabla f(\tilde{x}_t), x_t - \tilde{x}_t \rangle + \langle \nabla f(\tilde{x}_t), x_{t+1} - x_t \rangle + \frac{L}{2} \| x_{t+1} - \tilde{x}_t \|^2 \]
\[
\leq f(x_t) + \frac{\mu_t}{2} \| x_t - \tilde{x}_t \|^2 + \langle \nabla f(\tilde{x}_t), \tilde{x}_{t+1} - x_t \rangle + \frac{\mu}{2} \| x_{t+1} - \tilde{x}_t \|^2 \]
\[
+ \langle \nabla f(\tilde{x}_t), x_{t+1} - \tilde{x}_{t+1} \rangle. \quad (3.14)
\]

Note that \( \eta_t = 2L/(2 - \beta_t) > L > \mathcal{L} \). Since
\[
x_{t+1} = \arg\min_{x \in \mathcal{X}} \left\{ \langle \nabla f(\tilde{x}_t), x \rangle + \frac{\eta}{2} \| x - \tilde{x}_t \|^2 + p(x) \right\} \quad (3.15)
\]
and \( \tilde{x}_{t+1} \in \mathcal{X} \), we obtain
\[
\langle \nabla f(\tilde{x}_t), x_{t+1} - \tilde{x}_{t+1} \rangle + p(x_{t+1}) \]
\[
\leq \frac{\eta}{2} \left( \| \tilde{x}_{t+1} - \tilde{x}_t \|^2 - \| x_{t+1} - \tilde{x}_t \|^2 \right) + p(\tilde{x}_{t+1}) - \frac{\eta + \mu}{2} \| x_{t+1} - \tilde{x}_{t+1} \|^2. \quad (3.16)
\]

By the definition (3.13) of \( \tilde{x}_{t+1} \) and \( \tilde{x}_t = \beta_t \tilde{x}_t + (1 - \beta_t) x_t \), we have
\[
\beta_t (\tilde{x}_{t+1} - \tilde{x}_t) + (1 - \beta_t)(x_t - \tilde{x}_t) = \tilde{x}_{t+1} - \tilde{x}_t = \beta_t s_t, \quad (3.17)
\]
where \( s_t = \tilde{x}_{t+1} - \tilde{x}_t \).

Let us define
\[
g(\tilde{x}_t) = \eta_t(\tilde{x}_t - x_{t+1}). \quad (3.18)
\]
Then, it follows from (3.16), (3.17) and (3.18) that

\[
\langle \nabla f(\hat{x}_t), x_{t+1} - \bar{x}_{t+1} \rangle \\
\leq \frac{\eta_t \beta_t^2}{2} \| s_t \|^2 - \frac{1}{2\eta_t} \| g(\hat{x}_t) \|^2 + p(\bar{x}_{t+1}) - p(x_{t+1}) - \frac{\eta_t + \nu}{2} \| x_{t+1} - \bar{x}_{t+1} \|^2.
\]

So, by (3.14) and (3.17), \( \bar{x}_{t+1} = \beta_t x_{t+1} + (1 - \beta_t) x_t \), and the convexity of the function \( p \), we have

\[
F(x_{t+1}) = f(x_{t+1}) + p(x_{t+1}) \\
\leq \beta_t \left[ f(x_t) + \langle \nabla f(\hat{x}_t), \tilde{x}_{t+1} - x_t \rangle + p(\tilde{x}_{t+1}) \right] + (1 - \beta_t) \left[ f(x_t) + p(x_t) \right] \\
+ \frac{\mu_t}{2} \| x_t - \tilde{x}_t \|^2 + \frac{\eta_t \beta_t^2}{\eta_t^2} \| s_t \|^2 - \frac{\eta_t - \mathcal{L}}{2\eta_t} \| g(\tilde{x}_t) \|^2 - \frac{\eta_t + \nu}{2} \| x_{t+1} - \bar{x}_{t+1} \|^2 \\
= \beta_t \left[ f(x_t) + \langle \nabla f(\hat{x}_t), \tilde{x}_{t+1} - x_t \rangle + \frac{\gamma_t}{2} \| s_t \|^2 + p(\tilde{x}_{t+1}) \right] + (1 - \beta_t) F(x_t) \\
+ \frac{\mu_t}{2} \| x_t - \tilde{x}_t \|^2 + \frac{\eta_t \beta_t^2 - \gamma_t \beta_t}{2} \| s_t \|^2 - \frac{\eta_t - \mathcal{L}}{2\eta_t^2} \| g(\tilde{x}_t) \|^2 \\
- \frac{\eta_t + \nu}{2} \| x_{t+1} - \bar{x}_{t+1} \|^2 \\
= \beta_t \left[ f(x_t) + \langle \nabla f(\hat{x}_t), \tilde{x}_{t+1} - x_t \rangle + \frac{\gamma_t}{2} \| s_t \|^2 + p(\tilde{x}_{t+1}) \right] + (1 - \beta_t) F(x_t) \\
+ \frac{\mu_t}{2} \| x_t - \tilde{x}_t \|^2 - \frac{\eta_t - \mathcal{L}}{2\eta_t^2} \| g(\tilde{x}_t) \|^2 - \frac{\eta_t + \nu}{2} \| x_{t+1} - \bar{x}_{t+1} \|^2,
\]

(3.19)

where the last equality follows from \( \gamma_t \beta_t - \eta_t \beta_t^2 = 0 \). Now, it follows from

\[
\hat{x}_{t+1} = \arg \min_{x \in \mathcal{X}} \left\{ \langle \nabla f(\hat{x}_t), x \rangle + \frac{\gamma_t}{2} \| x - \hat{x}_t \|^2 + p(x) \right\},
\]

\( s_t = \hat{x}_{t+1} - \hat{x}_t \), \( \hat{x}_t \in \mathcal{X} \) and (3.4) that

\[
\langle \nabla f(\hat{x}_t), \hat{x}_{t+1} - x_t \rangle + \frac{\gamma_t}{2} \| s_t \|^2 + p(\hat{x}_{t+1}) \\
\leq \frac{\gamma_t}{2} \left( \| x_t - \hat{x}_t \|^2 - \| x_t - \hat{x}_{t+1} \|^2 \right) + p(x_t) - \frac{\nu}{2} \| x_t - \hat{x}_{t+1} \|^2.
\]
Hence, by (3.19), we have

\[
F(x_{t+1}) \leq \beta_t \left[ f(x_t) + \frac{\gamma_t}{2} \left( \|x_t - \tilde{x}_t\|^2 - \|x_t - \tilde{x}_{t+1}\|^2 \right) + p(x_t) - \frac{\nu}{2} \|x_t - \tilde{x}_{t+1}\|^2 \right] \\
+ (1 - \beta_t) F(x_t) + \frac{\mu_t}{2} \|x_t - \tilde{x}_t\|^2 - \frac{\eta_t - \mathcal{L}}{2\eta_t^2} \|g(\tilde{x}_t)\|^2 - \frac{\eta_t + \nu}{2} \|x_{t+1} - \tilde{x}_{t+1}\|^2 \\
\leq F(x_t) + \frac{\mu_t}{2} \|x_t - \tilde{x}_t\|^2 + \frac{\beta_t \gamma_t}{2} \left( \|x_t - \tilde{x}_t\|^2 - \|x_t - \tilde{x}_{t+1}\|^2 \right) \\
- \beta_t \nu \left( \|x_t - \tilde{x}_{t+1}\|^2 - \frac{\eta_t - \mathcal{L}}{2\eta_t^2} \|g(\tilde{x}_t)\|^2 - \frac{\eta_t + \nu}{2} \|x_{t+1} - \tilde{x}_{t+1}\|^2 \right). \tag{3.20}
\]

Note that

\[
\tilde{x}_t - x_t = \frac{1}{\beta_t} (\tilde{x}_t - x_t) \quad \text{and} \quad \tilde{x}_{t+1} - x_t = \frac{1}{\beta_t} (\tilde{x}_{t+1} - x_t). \tag{3.21}
\]

Then, we have from (3.20) that (3.12) holds. \(\square\)

Lemma 3.3.1 gives an important relationship on the function value reduction of \(F\). It provides the results of how the objective function value reduces with respect to iterates. Based on Lemma 3.3.1, we have the following global convergence results of Algorithm 3.1 for the nonconvex case of problem (3.1).

**Theorem 3.3.2.** Suppose the Assumptions 3.3.1 and 3.3.2 hold. Then, for the iterates generated by Algorithm 3.1, there exists an index \(t_0 \geq 1\) such that

\[
E_{t+1} \leq E_t - \frac{L - \mathcal{L}}{8L^2} \|g(\tilde{x}_t)\|^2 - c\eta_t \|x_t - \tilde{x}_t\|^2 - \frac{\beta_t \nu}{2} \|\tilde{x}_{t+1} - x_t\|^2. \tag{3.22}
\]

for all \(t \geq t_0\), where \(\tilde{x}_t\) is defined in (3.13) and \(c > 0\) is a constant, and

\[
E_t = F(x_t) + \frac{\eta_{t-1}}{2} \|\tilde{x}_t - x_{t-1}\|^2 + \frac{\eta_{t-1} + \nu}{2} \|\tilde{x}_t - x_t\|^2. \tag{3.23}
\]

Furthermore, if Assumption 3.3.3 holds, we have

\[
\min_{t \in \{t_0, t_0+1, \ldots, T\}} \|g(\tilde{x}_t)\|^2 \leq \frac{8L^2(E_{t_0} - \bar{F})}{L - \mathcal{L}} \frac{1}{T - t_0} = O(1/T), \tag{3.24}
\]

where \(g(\tilde{x}_t) = \eta_t (\tilde{x}_t - x_{t+1})\) defined in (3.18).
Proof. For \( t \geq 2 \), by (3.21) we obtain

\[
\hat{x}_t - x_t = \beta_t(\hat{x}_t - x_t) = \beta_t((\hat{x}_t - x_{t-1}) + (x_{t-1} - \bar{x}_t)) + \beta_t(\bar{x}_t - x_t)
\]

\[
= \beta_t \left( \frac{1}{\beta_{t-1}}(\hat{x}_t - x_{t-1}) + (x_{t-1} - \bar{x}_t) \right) + \beta_t(\bar{x}_t - x_t)
\]

\[
= \theta_t(\bar{x}_t - x_{t-1}) + \beta_t(\bar{x}_t - x_t),
\]

(3.25)

where \( \theta_t = \frac{\beta_t}{\beta_{t-1}} \left( 1 - \beta_{t-1} \right) \). By defining \( \beta_0 = 1 \), \( x_0 = x_1 \) and \( \bar{x}_1 = x_1 \), we can see (3.25) also holds for \( t = 1 \). Hence, for \( t \geq 1 \), it follows from (3.12) and \( L \leq \eta_t < 2L \) that

\[
F(x_{t+1}) \leq F(x_t) + \frac{\gamma_t/\beta_t + \mu_t}{2} \| \theta_t(\bar{x}_t - x_{t-1}) + \beta_t(\bar{x}_t - x_t) \|^2 - \frac{\gamma_t/\beta_t}{2} \| \bar{x}_{t+1} - x_t \|^2
\]

\[
- \frac{\beta_t \nu}{2\beta_t} \| \bar{x}_{t+1} - x_t \|^2 - \frac{\eta_t - \mathcal{L}}{2\eta_t^2} \| g(\bar{x}_t) \|^2 - \frac{\eta_t + \nu}{2} \| x_{t+1} - \bar{x}_{t+1} \|^2
\]

\[
\leq F(x_t) + \frac{\gamma_t/\beta_t + \mu_t}{2} \| \theta_t(\bar{x}_t - x_{t-1}) + \beta_t(\bar{x}_t - x_t) \|^2 - \frac{\gamma_t/\beta_t}{2} \| \bar{x}_{t+1} - x_t \|^2
\]

\[
- \frac{\beta_t \nu}{2} \| \bar{x}_{t+1} - x_t \|^2 - \frac{L - \mathcal{L}}{8L^2} \| g(\bar{x}_t) \|^2 - \frac{\eta_t + \nu}{2} \| x_{t+1} - \bar{x}_{t+1} \|^2.
\]

(3.26)

Now, since \( \mu_t = \min\{\mu_{t-1} + \rho j - 1, L\} \) for some \( \rho > 1 \) and \( j \geq 0 \), it follows from \( L > \mathcal{L} \geq \mu \) and (3.5) that the sequence \( \{\mu_t\} \) is monotonically nondecreasing with upper bound \( \mu_{up} = \min\{L, \rho(\mu + 1)\} \). Hence, \( \mu_t \) can only be increased in finite, in fact at most \( \lceil \mu_{up}/(\rho - 1) \rceil \), number of times. So, there exist \( \bar{\mu} \geq 0 \) and an integer \( \bar{t} \geq 0 \) such that \( \mu_t = \bar{\mu} \) for all \( t \geq \bar{t} \).

Since \( \beta_t = \max\{\overline{\beta}_t, \tau_t\} \) and \( \mu_t = \bar{\mu} \) for all \( t \geq \bar{t} \), defining \( \kappa = \bar{\mu}/L \in [0, 1] \), we have from Algorithm 3.1 that

\[
\beta_t = \max\{\overline{\beta}_t, \tau\},
\]

(3.27)

for all \( t \geq \bar{t} \), where \( \overline{\beta}_t = 2/(t + 1) \), and

\[
\tau := \frac{\lambda}{2} \left( 1 - \sqrt{\frac{1 - \kappa}{1 + \kappa}} \right) + \frac{(1 - \lambda)\kappa}{1 + \kappa} \in \left[ 0, \frac{1}{2} \right].
\]

(3.28)
Hence, for all $t \geq \overline{t}$, we have from (3.27) that $\beta_{t+1} \leq \beta_t$, which gives

$$\eta_t = \gamma_t / \beta_t = 2L / (2 - \beta_t) \geq 2L / (2 - \beta_{t+1}) = \eta_{t+1} > L.$$  \hfill (3.29)

For all $t \geq \overline{t} + 1$, it follows from (3.26) that

$$F(x_{t+1}) + \frac{\eta_t}{2} \| \bar{x}_{t+1} - x_t \|^2 + \frac{\eta_t + \nu}{2} \| x_{t+1} - \bar{x}_{t+1} \|^2$$

$$\leq F(x_t) + \frac{\eta_t - 1}{2} \| \bar{x}_t - x_{t-1} \|^2 + \frac{\eta_t - 1 + \nu}{2} \| x_t - \bar{x}_t \|^2$$

$$- \frac{L - L}{8L^2} \| g(\bar{x}_t) \|^2 - \frac{\beta_t \nu}{2} \| x_{t+1} - x_t \|^2 - R_t,$$  \hfill (3.30)

where

$$R_t = \frac{\eta_t - 1}{2} \| \bar{x}_t - x_{t-1} \|^2 + \frac{\eta_t - 1 + \nu}{2} \| x_t - \bar{x}_t \|^2$$

$$- \frac{\eta_t + \mu}{2} \| \theta_t (\bar{x}_t - x_{t-1}) + \beta_t (\bar{x}_t - x_t) \|^2$$

$$\geq \frac{\eta_t}{2} \| \bar{x}_t - x_{t-1} \|^2 + \frac{\eta_t}{2} \| x_t - \bar{x}_t \|^2$$

$$- \frac{\eta_t + \mu}{2} \| \theta_t (\bar{x}_t - x_{t-1}) + \beta_t (\bar{x}_t - x_t) \|^2$$

$$\geq \frac{\eta_t}{2} \| \bar{x}_t - x_{t-1} \|^2 + \frac{\eta_t - (\eta_t + \mu)\beta_t^2}{2} \| x_t - \bar{x}_t \|^2$$

$$- (\eta_t + \mu) \theta_t \beta_t \| \bar{x}_t - x_{t-1} \| \| x_t - \bar{x}_t \| \|$$  \hfill (3.31)

and the above second inequality follows from (3.29) and $\nu \geq 0$. We first show that when $t = 1$ or $t = 2$, it holds that

$$R_t \geq c \eta_t \left( \| \bar{x}_t - x_{t-1} \|^2 + \| x_t - \bar{x}_t \|^2 \right)$$  \hfill (3.32)

for $c = 1/2$. When $t = 1$, (3.32) holds for any $c > 0$ simply because our definition of $x_0 = \bar{x}_1 = x_1$. When $t = 2$, (3.32) holds with $c = 1/2$ since $\bar{x}_2 = \beta_1 \bar{x}_2 + (1 - \beta_1) x_1 = x_2$ and $\theta_2 = \beta_2 (1 - \beta_1) / \beta_1 = 0$. 
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In the following, we divide our analysis into two cases on whether $\mu > 0$ or whether $\mu = 0$.

Case 1: $\mu > 0$. Then, for all $t \geq \bar{t}$, we have from $\kappa = \mu / L > 0$ and $\beta_t \geq \tau > 0$ by (3.27) that

$$\kappa_t := \frac{\mu}{\eta_t} = \frac{\mu^2 - \beta_t}{L} \leq \kappa^2 - \frac{\tau^2}{2} = \kappa - \kappa \tau,$$

(3.33)

where $\tau$ is defined in (3.28). In addition, for all $t \geq \tilde{t} := \max\{t + 1, 3\}$, by (3.27), we have $\beta_t \leq 1/2$ and $\beta_t / \beta_{t-1} \geq t / (t + 1) \geq 3/4$, which give

$$\theta_t = \frac{\beta_t}{\beta_{t-1}} (1 - \beta_{t-1}) \geq \frac{3}{8}. \quad (3.34)$$

So, it follows from (3.31), (3.33) and (3.34) that

$$\frac{R_t}{\eta_t} \geq \frac{1 - (1 + \kappa_t) \theta_t^2}{2} \|\bar{x}_t - x_{t-1}\|^2 + \frac{1 - (1 + \kappa_t) \beta_t^2}{2} \|x_t - \bar{x}_t\|^2 \quad (3.35)$$

for all $t \geq \tilde{t}$, where

$$c_1 = \frac{\kappa \tau}{4} \min \left\{ \frac{9}{64}, \tau^2 \right\} > 0 \quad (3.36)$$

and

$$h_t = \frac{1 - (1 + \kappa_t) \theta_t^2}{2} \|\bar{x}_t - x_{t-1}\|^2 + \frac{1 - (1 + \kappa_t) \beta_t^2}{2} \|x_t - \bar{x}_t\|^2 \quad (3.37)$$

We now show $h_t \geq 0$ for all $t \geq \tilde{t}$. By Cauchy-Schwarz inequality and (3.37), to show $h_t \geq \tilde{t}$, it is sufficient to show

$$[1 - (1 + \kappa \theta_t^2)] [1 - (1 + \kappa) \beta_t^2] \geq (1 + \kappa)^2 \theta_t^2 \beta_t^2, \quad (3.38)$$
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which is equivalent to
\[ 1 - (1 + \kappa) \left( \theta_t^2 + \beta_t^2 \right) \geq 0. \]  
(3.39)

Notice that for all \( t \geq \tilde{t} \), we have \( \beta_t \leq \beta_{t-1} \). Hence, for all \( t \geq \tilde{t} \), we have
\[ \theta_t = \frac{\beta_t}{\beta_{t-1}} (1 - \beta_{t-1}) \leq 1 - \beta_t, \]  
(3.40)
which gives
\[ 1 - (1 + \kappa) \left( \theta_t^2 + \beta_t^2 \right) \geq 1 - (1 + \kappa) \left( (1 - \beta_t)^2 + \beta_t^2 \right). \]  
(3.41)

By the choice of \( \beta_t \), we have \( \frac{1}{2} \geq \beta_t \geq \bar{\tau} \geq \bar{\tau} > 0 \) for all \( t \geq \bar{t} \geq 3 \), where \( \bar{\tau} \) is defined in (3.28) and \( \bar{\tau} = \frac{1}{2} \left( 1 - \sqrt{(1 - \kappa)/(1 + \kappa)} \right) \), which implies
\[ (1 - \beta_t)^2 + \beta_t^2 \leq (1 - \bar{\tau})^2 + \bar{\tau}^2 \]
for all \( t \geq \bar{t} \). So, for all \( t \geq \bar{t} \), we have from (3.41) and (3.28) that
\[ 1 - (1 + \kappa) \left( \theta_t^2 + \beta_t^2 \right) \geq 1 - (1 + \kappa) \left( (1 - \bar{\tau})^2 + \bar{\tau}^2 \right) = 0. \]

Hence, (3.39) holds, which shows \( h_t \geq 0 \) and therefore (3.32) holds for all \( t \geq \bar{t} \) with \( c = c_1 \) defined in (3.36). Since \( c_1 < 1/2 \), by (3.32), we have in fact (3.32) holds for all \( t \geq \bar{t} + 1 \) with \( c = c_1 \). Then, (3.30) implies (3.22) holds with \( c = c_1 \) for all \( t \geq \bar{t} + 1 \).

Case 2: \( \bar{\mu} = 0 \). Then, we have \( \mu_t = 0 \) and \( \tau_t = 0 \) for all \( t \geq 1 \). So, \( \bar{t} = 1 \) and for all \( t \geq 1 \), we have \( \beta_t = \bar{\beta}_t = 2/(t+1) \), \( \gamma_t/\beta_t = \eta_t \) and \( \eta_t = 2L/(2 - \beta_t) = L(t+1)/t \). In addition, we have \( \theta_t = \frac{\beta_t}{\beta_{t-1}} (1 - \beta_{t-1}) = \frac{t-2}{t+1} < 1 - \beta_t \). So, it follows that
\[
\| \theta_t (\bar{x}_t - x_{t-1}) + \beta_t (\bar{x}_t - x_{t}) \|^2 \\
\leq (\theta_t \|\bar{x}_t - x_{t-1}\| + \beta_t \|\bar{x}_t - x_{t}\|)^2 \\
\leq ((1 - \beta_t)\|\bar{x}_t - x_{t-1}\| + \beta_t \|\bar{x}_t - x_{t}\|)^2 \\
\leq (1 - \beta_t)\|\bar{x}_t - x_{t-1}\|^2 + \beta_t \|\bar{x}_t - x_{t}\|^2.
\]
Hence, for all $t \geq 2$, we have from (3.31) and $\nu \geq 0$ that

$$
\frac{2R_t}{\eta_t} = \frac{t^2}{t^2-1} \| \tilde{x}_t - x_{t-1} \|^2 + \frac{t^2}{t^2-1} \| x_t - \tilde{x}_t \|^2 - \| \theta_t (\tilde{x}_t - x_{t-1}) + \beta_t (\tilde{x}_t - x_t) \|^2
$$

$$
\geq \left( \frac{t^2}{t^2-1} - \frac{t-1}{t+1} \right) \| \tilde{x}_t - x_{t-1} \|^2 + \left( \frac{t^2}{t^2-1} - \frac{2}{t+1} \right) \| x_t - \tilde{x}_t \|^2
$$

$$
= \frac{2t-1}{t^2-1} \| \tilde{x}_t - x_{t-1} \|^2 + \frac{t-1}{t+1} \| x_t - \tilde{x}_t \|^2,
$$

which implies for all $t \geq 3$,

$$
R_t \geq \frac{L}{t} \| \tilde{x}_t - x_{t-1} \|^2 + \frac{\eta_t}{4} \| x_t - \tilde{x}_t \|^2.
$$

(3.42)

Then, we have from (3.30), (3.32) and (3.42) that (3.22) holds with $c = 1/4$ for all $t \geq 1$.

Combing the above two cases, Case 1 and Case 2, we have (3.22) holds with $c = \min\{c_1, 1/4\} = c_1$ for all $t \geq t_0 := \bar{t} + 1$, where $c_1$ is defined in (3.36). Finally, (3.24) follows from (3.22) and Assumption 3.3.3.

There are a few remarks we would like to add here. In the results of Theorem 3.3.2, the inequality (3.22) provides a descent property of the potential function $E_t$, i.e., the function $E_t$ is monotonically decreasing, which is a key relation for the global convergence of Algorithm 3.1. In addition, (3.24) gives the convergence rate $O(1/T)$ of the square of the gradient mapping. Therefore, in at most $O(1/\epsilon)$ iterations, we can find an $\epsilon$-solution of the problem (3.1).

We say $x^*$ is a stationary point of problem (3.1) if there exists a constant $\eta > 0$ such that

$$
x^* = \arg\min_{x \in \mathcal{X}} \left\{ \langle \nabla f(x^*), x \rangle + \frac{\eta}{2} \| x - x^* \|^2 + p(x) \right\}.
$$

(3.43)

Note that if (3.43) holds for some $\eta > 0$, then (3.43) holds for all $\eta > 0$. The following corollary follows directly from Theorem 3.3.2.
Corollary 3.3.1. Suppose the Assumptions 3.3.1, 3.3.2 and 3.3.3 hold. Then, for the iterates generated by Algorithm 3.1, we have (i)

$$\lim_{t \to \infty} \|g(\hat{x}_t)\| = 0, \quad (3.44)$$

where $g(\hat{x}_t) = \eta_t(\hat{x}_t - x_{t+1})$ defined in (3.18) and (ii) the sequences $\{\hat{x}_t\}$, $\{x_t\}$ and $\{\bar{x}_t\}$ have the same set of cluster points, which are all stationary points of problem (3.1).

Proof. By (3.27), we have $\lim_{t \to \infty} \beta_t = \tau$, which implies

$$\lim_{t \to \infty} \eta_t = \lim_{t \to \infty} \frac{2L}{(2 - \beta_t)} = \frac{2L}{(2 - \tau)} =: \overline{\eta} \geq L. \quad (3.45)$$

Hence, by Theorem 3.3.2 and Assumption 3.3.3, we have

$$\sum_{t=t_0}^{\infty} (\|g(\hat{x}_t)\| + \|x_t - \bar{x}_t\|) < \infty,$$

where $g(\hat{x}_t)$ and $\bar{x}_t$ are defined in (3.18) and (3.13), respectively. So, (3.44) holds and it follows from (3.45) and $g(\hat{x}_t) = \eta_t(\hat{x}_t - x_{t+1})$ that

$$\lim_{t \to \infty} (\|x_{t+1} - \hat{x}_t\| + \|x_t - \bar{x}_t\|) = 0. \quad (3.46)$$

Thus, the sequences $\{\hat{x}_t\}$, $\{x_t\}$ and $\{\bar{x}_t\}$ have the same set of cluster points. Now, given any cluster point $\hat{x}^*$ of $\{\hat{x}_t\}$, we can have from (3.15) (3.45), (3.46) and the closedness of $p$ that

$$\hat{x}^* = \arg \min_{x \in X} \left\{ \langle \nabla f(\hat{x}^*), x \rangle + \frac{\overline{\eta}}{2} \| x - \hat{x}^* \|^2 + p(x) \right\}, \quad (3.47)$$

which by (3.43) implies $\hat{x}^*$ is a stationary point of problem (3.1). Hence, the statement (ii) holds.

In terms of the convergence of the objective function value of problem (3.1), we have the following corollary.
Corollary 3.3.2. Suppose the Assumptions 3.3.1, 3.3.2 and 3.3.3 hold.

(i) If any of the following conditions holds:

(a) \( f \) is a convex function;

(b) \( \bar{\mu} > 0 \), where \( \bar{\mu} = \lim_{t \to \infty} \mu_t \);

(c) \( \nu > 0 \), where \( \nu \) is defined in (3.4);

(d) \( \{x_t\} \) and \( \{\hat{x}_t\} \) are bounded, e.g., when \( X \) is a bounded set,

we have \( \lim_{t \to \infty} F(x_t) \) exists.

(ii) If \( F^* = \lim_{t \to \infty} F(x_t) \), then for any cluster point \( \bar{x} \) of \( \{x_t\} \), we have \( F(\bar{x}) = F^* \).

Proof. We first show (i) by considering the cases (a), (b), (c) and (d) separately.

Case (a): By Assumption 3.3.3, there exists an \( F^* \) such that \( F^* = \liminf_{t \to \infty} F(x_t) \).

Then, when \( f \) is a convex function, it follows from (3.11) that for any \( \epsilon > 0 \) and \( x \), such that \( F(x) \leq F^* + \epsilon \), we have \( \lim_{t \to \infty} F(x_t) \leq F^* + \epsilon \), which implies \( \lim_{t \to \infty} F(x_t) \leq F^* \).

Hence, \( \lim_{t \to \infty} F(x_t) = F^* \).

Case (b): Since \( \mu_t \) is monotonically nondecreasing and has upper bound \( L \), we have \( \bar{\mu} = \lim_{t \to \infty} \mu_t \) exists. If \( \bar{\mu} > 0 \), we have from (3.30), (3.32) and (3.35) that

\[
E_{t+1} \leq E_t - \frac{L - \mathcal{L}}{8L^2} \|g(\hat{x}_t)\|^2 - c_1 \eta_t (\|x_{t-1} - \bar{x}_t\|^2 + \|x_t - \bar{x}_t\|^2) \\
- \frac{\beta \nu}{2} \|\hat{x}_{t+1} - x_t\|^2
\]

(3.48)

for all \( t \geq \bar{t} + 1 \), where \( E_t \) is defined in (3.23) and \( c_1 > 0 \) is a constant given in (3.36).

Then, by (3.48), Assumption 3.3.3 and \( \eta_t \in [L, 2L] \), we have

\[
\lim_{t \to \infty} (\|\bar{x}_t - x_{t-1}\| + \|x_t - \bar{x}_t\|) = 0
\]

(3.49)
and there exists an $F^*$ such that
\[
\lim_{t \to \infty} F(x_t) = \lim_{t \to \infty} E_t = F^*.
\] (3.50)

Case (c): If $\nu > 0$, it follows from Theorem 3.3.2 and Assumption 3.3.3 that
\[
\lim_{t \to \infty} (\|\tilde{x}_t - x_{t-1}\| + \|x_t - \hat{x}_{t+1}\|) = 0.
\]
Then, by (3.21), (3.49) also holds and hence (3.50) holds by Theorem 3.3.2.

Case (d): Suppose the sequences \{x_t\} and \{\tilde{x}_t\} are bounded. If $\mu > 0$, the result follows from Case (b). So, we only consider the case when $\mu = 0$, which gives $\beta_t = 2/(t + 1)$ and therefore $\lim_{t \to \infty} \beta_t = 0$. By (3.13), $\tilde{x}_{t+1} - x_t = \beta_t (\tilde{x}_{t+1} - x_t)$. Hence, we have
\[
\lim_{t \to \infty} \|\tilde{x}_{t+1} - x_t\| = 0
\]
from the boundedness of \{x_t\} and \{\tilde{x}_t\}, which together with (3.46) implies (3.49) holds. Hence, (3.50) also holds.

Now, we show (ii) holds. By (3.15), for any $z \in \mathcal{X}$, we have
\[
\langle \nabla f(\tilde{x}_t), x_{t+1} - z \rangle + p(x_{t+1}) 
\leq \frac{\eta_t}{2} (\|z - \tilde{x}_t\|^2 - \|x_{t+1} - \tilde{x}_t\|^2) + p(z) - \frac{\eta_t + \nu}{2} \|x_{t+1} - z\|^2, 
\]
which by $\nu \geq 0$ gives
\[
f(\tilde{x}_t) + \langle \nabla f(\tilde{x}_t), x_{t+1} - \tilde{x}_t \rangle + \frac{\eta_t}{2} \|x_{t+1} - \tilde{x}_t\|^2 + p(x_{t+1}) 
\leq \frac{\eta_t}{2} \|z - \tilde{x}_t\|^2 + f(\tilde{x}_t) + \langle \nabla f(\tilde{x}_t), z - \tilde{x}_t \rangle + p(z).
\] (3.51)

For any $z \in \mathcal{X}$, it follows from Assumption 3.3.1 that
\[
|f(z) - f(\tilde{x}_t) - \langle \nabla f(\tilde{x}_t), z - \tilde{x}_t \rangle| \leq \frac{C}{2} \|z - \tilde{x}_t\|^2.
\]
Hence, by (3.51), \( \eta_t \in [L, 2L] \) and \( L > \mathcal{L} \), for any \( z \in \mathcal{X} \), we have

\[
F(x_{t+1}) = f(x_{t+1}) + p(x_{t+1}) \leq F(z) + \frac{3L}{2} \| z - \tilde{x}_t \|^2
\leq F(z) + 3L \| z - x_{t+1} \|^2 + 3L \| x_{t+1} - \tilde{x}_t \|^2.
\]  

(3.52)

Then, for any subsequence \( \{x_{t_i+1}\} \) of \( \{x_t\} \) converging to \( \bar{x} \in \mathcal{X} \), we have from (3.52) that

\[
F(x_{t_i+1}) \leq F(\bar{x}) + 3L \| \bar{x} - x_{t_i+1} \|^2 + 3L \| x_{t_i+1} - \tilde{x}_t \|^2.
\]

Taking \( i \) to infinity in the above inequality, we have from \( \lim_{i \to \infty} x_{t_i+1} = \bar{x} \), (3.46) and part (i) that \( F^* = \lim_{i \to \infty} F(x_{t_i+1}) \leq F(\bar{x}) \). In addition, by the lower semicontinuity of \( F \), we have \( F(\bar{x}) \leq \lim_{i \to \infty} F(x_{t_i+1}) = F^* \). Hence, we have \( F(\bar{x}) = F^* \).

\[ \square \]

3.4. Linear Convergence

In this section, we discuss the linear convergence of \( \{x_t\} \) and \( \{F(x_t)\} \). Let us define \( h(x) = p(x) + \delta_{\mathcal{X}}(x) \), where \( \delta_{\mathcal{X}}(x) \) is the indicator function on the set \( \mathcal{X} \). Let \( \Omega \) be the set of all stationary points of problem (3.1), i.e.,

\[
\Omega = \{x^* \in \mathcal{X} : -\nabla f(x^*) \in \partial h(x^*)\} = \{x^* \in \mathcal{X} : x^* \text{ satisfies (3.43)}\}.
\]

(3.53)

Note that \( \Omega \) is a closed set. Recall the definition of proximal operator in Definition 2.1.23 in Chapter 2. Then we have from Algorithm 3.1 that

\[
x_{t+1} = \text{prox} \eta_{\frac{1}{\eta_t}} h \left( \tilde{x}_t - \frac{1}{\eta_t} \nabla f(\tilde{x}_t) \right).
\]

(3.54)

For studying linear convergence, we need the following further assumptions in this section.

Assumption 3.4.1. (a) For any \( \xi \geq \inf_{x \in \mathcal{X}} F(x) \), there exist \( \epsilon > 0 \) and \( \sigma > 0 \) such that

\[
\text{dist}(x, \Omega) \leq \sigma \left\| \text{prox}_{\frac{1}{\eta_t} h} \left( x - \frac{1}{\eta_t} \nabla f(x) \right) - x \right\|,
\]

(3.55)
whenever \( \| \text{prox}_{\frac{1}{\eta} \nabla f}(x) - x \| < \epsilon, F(x) < \xi \) and \( \eta \in [L, 2L] \).

(b) \( \Omega \) is nonempty and there exists \( \omega > 0 \) such that \( \| x - y \| \geq \omega \) whenever \( x, y \in \Omega \) and \( F(x) \neq F(y) \).

Assumption 3.4.1 (a) provides a local error bound condition. The distance from a point \( x \), which is in the neighborhood of the solutions of the proximal minimization problem, to the solution set \( \Omega \) can be bounded by its gradient mapping up to a multiplicative factor. Assumption 3.4.1 can be satisfied when (i) \( f(x) = \phi(Ax) \) with strongly convex \( \phi \) or \( f \) is quadratic (possibly nonconvex); (ii) \( h \) is a polyhedral function.

According to the assumption, we have the following lemma.

**Lemma 3.4.1.** Suppose the Assumptions 3.3.1, 3.3.2, 3.3.3 and 3.4.1 hold. We have

(i) \( \lim_{t \to \infty} \text{dist}(x_t, \Omega) = 0 \);

(ii) in addition, if there exists a constant \( \bar{c} > 0 \) such that for all \( t \) sufficiently large, we have

\[
\tilde{E}_{t+1} \leq \tilde{E}_t - \bar{c}d_t, 
\]

where

\[
\tilde{E}_t = F(x_t) + \frac{\eta_{t-1}}{2} \| \bar{x}_t - x_{t-1} \|^2 + \frac{\eta_{t-1} + \nu}{2} \| \bar{x}_t - x_t \|^2 
+ \frac{L - \mathcal{L}}{8} \| x_t - \bar{x}_{t-1} \|^2 + \frac{\beta_{t-1} \nu}{2} \| \bar{x}_t - x_{t-1} \|^2 \]

and

\[
d_t = \| x_t - \bar{x}_{t-1} \|^2 + \| x_{t-1} - \bar{x}_t \|^2 + \| x_t - \bar{x}_t \|^2 
+ \beta_{t-1} \nu \| \bar{x}_t - x_{t-1} \|^2, \]
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then for \( t \) sufficiently large, we have

\[
|F(x_t) - F^*| \leq \bar{\theta}\|x_t - \hat{x}_{t-1}\|^2
\]  

(3.59)

and

\[
0 \leq \tilde{E}_{t+1} - F^* \leq \theta(\tilde{E}_t - F^*),
\]  

(3.60)

where \( \bar{\theta} > 0 \) and \( \theta \in (0, 1) \) are constants and \( F^* = \lim_{t \to \infty} F(x_t) = \lim_{t \to \infty} \tilde{E}_t \).

Proof. By Theorem 3.3.2, there exists a \( \xi > 0 \) such that \( E_t \leq \xi \) for all \( t \geq 1 \), which implies \( F(x_t) \leq \xi \) for all \( t \geq 1 \). In addition, by (3.44) and (3.54), we have

\[
0 = \lim_{t \to \infty} \|g(\hat{x}_t)\| = \lim_{t \to \infty} \|x_{t+1} - \hat{x}_t\| = \lim_{t \to \infty} \left\| \text{prox}_{\frac{1}{\eta_t}} h \left( \hat{x}_t - \frac{1}{\eta_t} \nabla f(\hat{x}_t) \right) - \hat{x}_t \right\|.
\]  

(3.61)

By the nonexpansion property of the proximal operator, (3.54), \( \eta_t > L > \mathcal{L} \) and Assumption 3.3.1, we have

\[
\left\| \text{prox}_{\frac{1}{\eta_t}} h \left( x_{t+1} - \frac{1}{\eta_t} \nabla f(x_{t+1}) \right) - x_{t+1} \right\|
\]

\[
= \left\| \text{prox}_{\frac{1}{\eta_t}} h \left( x_{t+1} - \frac{1}{\eta_t} \nabla f(x_{t+1}) \right) - \text{prox}_{\frac{1}{\eta_t}} h \left( \hat{x}_t - \frac{1}{\eta_t} \nabla f(\hat{x}_t) \right) \right\|
\]

\[
\leq \left\| \left( x_{t+1} - \frac{1}{\eta_t} \nabla f(x_{t+1}) \right) - \left( \hat{x}_t - \frac{1}{\eta_t} \nabla f(\hat{x}_t) \right) \right\|
\]

\[
\leq \left( 1 + \frac{L}{\eta_t} \right) \|x_{t+1} - \hat{x}_t\| \leq 2\|x_{t+1} - \hat{x}_t\|.
\]

Hence, it follows from \( \eta_t \in [L, 2L] \) and Assumption 3.4.1 (a) and (3.61) that

\[
\text{dist}(x_{t+1}, \Omega) \leq \sigma \left\| \text{prox}_{\frac{1}{\eta_t}} h \left( x_{t+1} - \frac{1}{\eta_t} \nabla f(x_{t+1}) \right) - x_{t+1} \right\|
\]

\[
\leq 2\sigma \|x_{t+1} - \hat{x}_t\|,
\]  

(3.62)

for \( t \) sufficiently large. So, we have (i) holds by (3.61).
Now, we prove (ii). Let us define $\mathbf{x}_t \in \Omega$ such that $\text{dist}(\mathbf{x}_t, \Omega) = \|\mathbf{x}_t - \mathbf{x}_t\|$. By (3.56) and Assumption 3.3.3, we have $\lim_{t \to \infty} d_t = 0$, which gives

$$\lim_{t \to \infty} \|\mathbf{x}_t - \mathbf{x}_{t-1}\| \leq \lim_{t \to \infty} (\|\mathbf{x}_t - \mathbf{x}_t\| + \|\mathbf{x}_t - \mathbf{x}_{t-1}\|) \leq \lim_{t \to \infty} \sqrt{2d_t} = 0.$$  

Hence, we have from property (i) that

$$\lim_{t \to \infty} \|\mathbf{x}_t - \mathbf{x}_{t-1}\| \leq \lim_{t \to \infty} \|\mathbf{x}_t - \mathbf{x}_t\| + \|\mathbf{x}_t - \mathbf{x}_{t-1}\| + \|\mathbf{x}_{t-1} - \mathbf{x}_{t-1}\| = 0.$$  

This together with the Assumption 3.4.1 (b) implies that $F(\mathbf{x}_t) = F^*$ for all $t$ sufficiently large, where $F^*$ is some constant. Hence, for $t$ sufficiently large, replacing $t + 1$ by $t$ and taking $z = \mathbf{x}_t$ in (3.52), we have

$$F(\mathbf{x}_t) - F^* \leq 3L \|\mathbf{x}_t - \mathbf{x}_t\|^2 + 3L \|\mathbf{x}_t - \mathbf{x}_{t-1}\|^2$$

$$= 3L \text{dist}(\mathbf{x}_t, \Omega)^2 + 3L \|\mathbf{x}_t - \mathbf{x}_{t-1}\|^2$$

$$\leq (12\sigma^2 + 3)L \|\mathbf{x}_t - \mathbf{x}_{t-1}\|^2, \quad (3.63)$$

where the last inequality follows from (3.62). On the other hand, since $\mathbf{x}_t \in \Omega$, we have from (3.43) that

$$\langle \nabla f(\mathbf{x}_t), \mathbf{x}_t \rangle + p(\mathbf{x}_t) \leq \langle \nabla f(\mathbf{x}_t), \mathbf{x}_t \rangle + \frac{\eta}{2} \|\mathbf{x}_t - \mathbf{x}_t\|^2 + p(\mathbf{x}_t)$$

for some $\eta > 0$, which by Assumption 3.3.1 and (3.62) gives

$$F^* = F(\mathbf{x}_t) = f(\mathbf{x}_t) + p(\mathbf{x}_t)$$

$$\leq f(\mathbf{x}_t) + \langle \nabla f(\mathbf{x}_t), \mathbf{x}_t - \mathbf{x}_t \rangle + \frac{\eta}{2} \|\mathbf{x}_t - \mathbf{x}_t\|^2 + p(\mathbf{x}_t)$$

$$\leq f(\mathbf{x}_t) + p(\mathbf{x}_t) + \frac{L + \eta}{2} \|\mathbf{x}_t - \mathbf{x}_t\|^2$$

$$= F(\mathbf{x}_t) + \frac{L + \eta}{2} \text{dist}(\mathbf{x}_t, \Omega)^2$$

$$\leq F(\mathbf{x}_t) + 2(L + \eta)\sigma^2 \|\mathbf{x}_t - \mathbf{x}_{t-1}\|^2. \quad (3.64)$$
So, by (3.63) and (3.64), we have (3.59) holds. In addition, it follows from (3.56),

\[ \lim_{t \to \infty} d_t = 0, \]

(3.61) and (3.59) that

\[ \lim_{t \to \infty} \tilde{E}_t = \lim_{t \to \infty} F(x_t) = F^* \]

and \( \tilde{E}_t \geq F^* \) for all \( t \) sufficiently large. So, by (3.63) and the definitions of \( \tilde{E}_t \) and \( d_t \) in (3.57) and (3.58), there exists a constant \( c > 0 \) such that \( 0 \leq (\tilde{E}_t - F^*) \leq cd_t \) for \( t \) sufficiently large. Therefore, by (3.56) we have (3.60) holds with \( \theta = (c - 1)/c \in (0, 1) \). \( \square \)

From the above lemma, we see that (3.56) shows that the new energy function \( \tilde{E}_t \) is monotonically decreasing, and by (3.60), the sequence \( \{\tilde{E}_t\} \) converges \( Q \)-linearly to \( F^* \). Furthermore, (3.59) gives a bound on the objective function value gap.

Based on the Lemma 3.4.1, we can have the following linear convergence result.

**Theorem 3.4.1.** Suppose the Assumptions 3.3.1, 3.3.2, 3.3.3 and 3.4.1 hold. If any of the following conditions holds:

(a) \( \overline{\mu} > 0 \), where \( \overline{\mu} = \lim \mu_t \);

(b) \( \nu > 0 \), where \( \nu \) is defined in (3.5);

(c) restart Algorithm 3.1 after every \( k_0 > 0 \) iterations,

we have

(i) the sequence \( \{F(x_t)\} \) converges \( R \)-linearly;

(ii) the sequence \( \{x_t\} \) converges \( R \)-linearly to a stationary point of problem (3.1).

**Proof.** If \( \overline{\mu} > 0 \), we have (3.48) holds, which together with \( g(\hat{x}_t) = \eta_t (\hat{x}_t - x_{t+1}) \) and \( \eta_t \geq L \)
gives
\[
E_{t+1} \leq E_t - \frac{L - \mathcal{L}}{8} \left( \|x_t - \hat{x}_{t+1}\|^2 - c_1 L \, (\|x_{t-1} - \tilde{x}_t\|^2 + \|x_t - \tilde{x}_t\|^2) \right) - \frac{\beta_t \nu}{2} \|x_{t+1} - x_t\|^2
\]
for all \(t \geq t_0 = \bar{t} + 1\), where \(c_1\) is defined in (3.36). By rearranging the above inequality with the definition of \(\tilde{E}_t\) in (3.57), we have
\[
\tilde{E}_{t+1} \leq \tilde{E}_t - \frac{L - \mathcal{L}}{8} \left( \|x_t - \hat{x}_{t-1}\|^2 - c_1 L \, (\|x_{t-1} - \tilde{x}_t\|^2 + \|x_t - \tilde{x}_t\|^2) \right) - \frac{\beta_{t-1} \nu}{2} \|x_t - x_{t-1}\|^2,
\]
which implies (3.56) holds with \(\bar{c} = \min\{(L - \mathcal{L})/8, c_1 L, 1/2\}\) when \(t \geq \bar{t} + 1\).

Similarly, if \(\nu > 0\), it follows from (3.22) that
\[
E_{t+1} \leq E_t - \frac{L - \mathcal{L}}{8} \left( \|x_t - \hat{x}_{t+1}\|^2 - c_1 L \, (\|x_{t-1} - \tilde{x}_t\|^2 + \|x_t - \tilde{x}_t\|^2) \right) - \frac{\beta_t \nu}{2} \|x_{t+1} - x_t\|^2
\]
for all \(t \geq t_0 = \bar{t} + 1\). By rearranging this inequality with the definition of \(\tilde{E}_t\) in (3.57), we have
\[
\tilde{E}_{t+1} \leq \tilde{E}_t - \frac{L - \mathcal{L}}{8} \left( \|x_t - \hat{x}_{t-1}\|^2 - c_1 L \, (\|x_{t-1} - \tilde{x}_t\|^2 + \|x_t - \tilde{x}_t\|^2) \right) - \frac{\beta_{t-1} \nu}{2} \|x_t - x_{t-1}\|^2,
\]
which together with \(\beta_t \in (0, 1)\) and \(\bar{x}_t - x_{t-1} = 1/\beta_{t-1}(\bar{x}_t - x_{t-1})\) implies
\[
\tilde{E}_{t+1} \leq \tilde{E}_t - \frac{L - \mathcal{L}}{8} \left( \|x_t - \hat{x}_{t-1}\|^2 - c_1 L \, (\|x_{t-1} - \tilde{x}_t\|^2 + \|x_t - \tilde{x}_t\|^2) \right) - \frac{\beta_{t-1} \nu}{4} \|x_t - x_{t-1}\|^2
\]
\[-\frac{\nu}{4} \|\bar{x}_t - x_{t-1}\|^2.
\]
Hence, we have from \(\nu > 0\) that (3.56) holds with \(\bar{c} = \min\{(L - \mathcal{L})/8, c_1 L, 1/4, \nu/4\}\) > 0 when \(t \geq \bar{t} + 1\).

By the previous analysis, under condition (a), we have (3.56) holds for sufficiently large \(t\). So, by Lemma 3.4.1, we have (3.59) and (3.60) hold for \(t\) sufficiently large. Hence,
by (3.56), (3.59), (3.60) and the definition of $d_t$, for $t$ sufficiently large, we have

$$|F(x_t) - F^*| \leq \theta \|x_{t+1} - \tilde{x}_t\|^2 \leq \frac{\theta}{c}(\tilde{E}_t - \tilde{E}_{t+1}) \leq \frac{\theta}{c}(\tilde{E}_t - F^*),$$

which together with (3.60) implies the $R$-linear convergence of $F(x_t)$ to $F^*$, i.e., conclusion (i) holds. By (3.56), (3.60) and the definition of $d_t$, we also have

$$\|x_t - x_{t-1}\|^2 \leq 2(\|x_{t-1} - \tilde{x}_t\|^2 + \|x_t - \tilde{x}_t\|^2) \leq 2d_t \leq 2\frac{\theta}{c}(\tilde{E}_t - F^*),$$

for $t$ sufficiently large. This inequality and (3.60) show $R$-linear convergence of $\|x_t - x_{t-1}\|$, which implies there exists an $x^*$ such that the sequence $\{x_t\}$ converges to $x^*$ $R$-linearly.

Finally, the conclusion (i) of Lemma 3.4.1 shows $x^*$ is a stationary point of problem (3.1). Hence, conclusion (ii) holds. Under condition (c), we have $\mu > 0$, then the conclusion (i) and (ii) follow from the previous analysis.

3.5. Numerical Experiments

In this section, we evaluate the performance of the unified proximal gradient method (UPG) in Algorithm 3.1 by solving two nonconvex optimization problems: the smoothly clipped absolute deviation (SCAD) penalty problems and nonconvex quadratic programming with simplex constraints. Note that, depending on the selection of the matrix $G$, the latter problem can be convex if $G$ is chosen to be positive semidefinite.

We compare UPG with three other algorithms: proximal gradient method (PG), FISTA and proximal gradient algorithm with extrapolation (PGE), where the proximal gradient method comes from the proximal gradient algorithm with extrapolation by setting the parameter $\beta_k = 0$ in Algorithm 1 in [123]. The complete description of these algorithms can be found in the literature as well.
3.5.1. The Smoothly Clipped Absolute Deviation Penalty Problem

In this subsection, we apply Algorithm 3.1 to solve the smoothly clipped absolute deviation (SCAD) penalty problem, which is defined as

$$\min_{x \in \mathbb{R}^n} \frac{1}{2} \|Ax - b\|^2 + \sum_{i=1}^{n} g_\kappa(|x_i|),$$

(3.65)

where $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$ and $g_\kappa$ is the SCAD penalty given by

$$g_\kappa(\theta) = \begin{cases} 
\kappa \theta, & \theta \leq \kappa, \\
-\theta^2 + 2\kappa \theta - \kappa^2, & \kappa < \theta \leq c\kappa, \\
\frac{(c+1)\kappa^2}{2}, & \theta > c\kappa,
\end{cases}$$

(3.66)

with parameters $c > 2$ and $\kappa > 0$. The SCAD penalty corresponds to a quadratic spline function with knots at $\kappa$ and $c\kappa$, and combines the benefits of using $l_1$ penalty and hard thresholding penalty. We refer to [41] for more details about SCAD penalty. The SCAD penalty is used in statistics and applications involving regularization, especially for penalization when the noise level in data is low [41] and doing variable selection [138, 127].

The SCAD problem (3.65) is nonconvex as the SCAD penalty is a nonconvex function. However, it is required in the problem (3.1) that the function $p$ is convex. Fortunately, it is proved in [64] that $g_\kappa(\cdot) + \frac{\omega}{2} \cdot |\cdot|^2$ with $\omega \geq \frac{1}{c-1}$ is convex. Therefore, we can rewrite problem (3.65) into the form of (3.1) with

$$f(x) := \frac{1}{2} \|Ax - b\|^2 - \frac{1}{2(c-1)} \|x\|^2$$

and

$$p(x) := \sum_{i=1}^{n} g_\kappa(|x_i|) + \frac{1}{2(c-1)} \|x\|^2.$$

Hence, $f$ is Lipschitz continuously differentiable but possibly nonconvex and $p$ is a convex function, which satisfy the problem settings of (3.1). Then, we can apply UPG, PG, PGE and FISTA to solve this reformulated problem. We have to point out here FISTA does not
guarantee convergence since the objective function is nonconvex. We apply FISTA here simply for practical numerical comparison purpose.

When applying Algorithm 3.1, the two subproblems in Step 4 and 6 can be rewritten as

$$\hat{x}_{t+1} = \arg\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2 \nu_1} \| x - \nu_1 (\gamma_t \tilde{x}_t - \nabla f(\tilde{x}_t)) \|^2 + \sum_{i=1}^{n} g_\kappa(|x_i|) \right\},$$

and

$$x_{t+1} = \arg\min_{x \in \mathbb{R}^n} \left\{ \frac{1}{2 \nu_2} \| x - \nu_2 (\eta_t \tilde{x}_t - \nabla f(\tilde{x}_t)) \|^2 + \sum_{i=1}^{n} g_\kappa(|x_i|) \right\},$$

where $\nu_1 = \frac{c-1}{\gamma_t(c-1)+1}$ and $\nu_2 = \frac{c-1}{\eta_t(c-1)+1}$. In addition, it can be easily verified that $1 + \nu_i \leq c$ holds for $i = 1, 2$ and it is given in [125] that the solution of the following minimization problem

$$\min_{x \in \mathbb{R}^n} \frac{1}{2 \nu} \| x - q \|^2 + \sum_{i=1}^{n} g_\kappa(|x_i|)$$

(3.67)

with $1 + \nu \leq c$ and known $q$ has closed form. Hence, the subproblems for finding $\hat{x}_{t+1}$ and $x_{t+1}$ in Algorithm 3.1 can be solved trivially. Also note that the subproblems in PG, PGE and FISTA can be also converted into the form of (3.67) and therefore, closed form solutions are guaranteed as well.

In our experiment, the dimension is set to be $m = 100$ and $n = 500$. We randomly generate $A \in \mathbb{R}^{m \times n}$ with entries from standard normal distribution and then normalize its columns. Then, the vector $b$ is obtained as $b = A b^* + \epsilon$ where $b^*$ is a sparse uniformly distributed random vector in $\mathbb{R}^n$ being generated with density of 0.02 and $\epsilon$ is a noise vector in $\mathbb{R}^m$ with entries from $\mathcal{N}(0, 0.01)$. The parameters $c$ and $\kappa$ can be chosen by cross-validation in practice. Here, we simply choose $c = 3.7$ and $\kappa = 0.1$ since the purpose of this numerical example is to show the efficiency of the unified proximal gradient
Figure 3.1. Comparison of UPG, PG, PGE and FISTA for the SCAD problem algorithm. We also specify \( L = \max(|\lambda_H|) \), where \( \lambda_H \) corresponds to all the eigenvalues of matrix \( H \) and \( H \) is the Hessian of \( f(x) \), for PG, FISTA, PGE and UPG. As suggested in [123], we set \( l = \min(\lambda_H) \) and \( \beta_t = 0.85 \sqrt{\frac{L}{L+1}} \) for PGE. Additionally, we choose \( \rho = 1.5 \) and \( \lambda = 0.5 \) for UPG. The initialization of \( x \in \mathbb{R}^n \) for all the algorithms is randomly selected from standard uniform distribution in \((0, 1)\). The stopping condition for all four algorithms is

\[
\frac{\|x_{t+1} - x_t\|}{\max(\|x_{t+1}\|, 1)} \leq 10^{-4},
\]

and the maximal iteration number is set to 1000.

The results are presented in Figure 3.1. The plot on the left is the gap of the objective function values \(|F_t - F_{\min}|\) versus iterations, where \( F_{\min} \) is the minimum of the sequence \( \{F_t\} \) generated by each algorithm and \( F_t \) is the abbreviation of \( F(x_t) \). We also plot \( \|x_t - x^*\| \) against iterations in Figure 3.1 (b), where \( x^* \) is the solution corresponding to the minimum \( F_{\min} \) of each algorithm. We can see from Figure 3.1 that UPG greatly outperforms the other algorithms. UPG converges in much fewer iterations and approaches the
desired solution rapidly. One can also find that FISTA does not converge as we mentioned previously FISTA is not proved to be convergent for nonconvex problems. Additionally, we can observe the $R$-linearly convergence of $\{x_t\}$ in Figure 3.1 (b), which matches the theoretical result in Theorem 3.4.1.

3.5.2. Nonconvex Quadratic Programming with Simplex Constraints

In this subsection, we consider the following possibly nonconvex problem

$$\min_{x \in \mathbb{R}^n} \frac{1}{2} x^T G x - g^T x$$

s.t. $e^T x = c$, $x \geq 0$,

where $G \in \mathbb{R}^{n \times n}$ is not necessarily positive semidefinite, $g \in \mathbb{R}^n$, $e$ is a vector of ones in $\mathbb{R}^n$ and $c$ is a positive number. We can easily rewrite (3.69) in the form of (3.1) with

$$f(x) := \frac{1}{2} x^T G x - g^T x \quad \text{and} \quad p(x) := \delta_C(x),$$

where $C = \{x \in \mathbb{R}^n : e^T x = c, \ x \geq 0\}$ and $\delta_C(\cdot)$ is the indicator function of the simplex $C$. Note that $p$ is convex as $C$ is a convex set. Nonconvex quadratic programming problems (NQP) appear in many practical applications, e.g., resource allocation [77], portfolio selection [95] and the maximal clique problem [52]. However, problem (3.69) is not easy to solve since it involves projections onto the simplex. Furthermore, when $g$ is 0, the problem is NP-hard (see [98]).

In the initialization of the experiment, we first generate the matrix $G$. We randomly generate entries of a matrix $D \in \mathbb{R}^{n \times n}$ from i.i.d. standard Gaussian distribution and then let $G = D + D^T$ so that $G$ is symmetric. The vector $g$ is also generated with i.i.d. standard Gaussian entries. The constant $c$ is selected as $\max\{1, 10 \times t\}$, where $t$ is
Figure 3.2. Comparison of UPG, PG, PGE and FISTA for the NQP problem

(a) Function value gap against iterations  (b) Minimizer gap against iterations

For the parameters required in PG, PGE and FISTA, we set $L = \max\{\sigma_{\text{max}}(G), |\sigma_{\text{min}}(G)|\}$ where $\sigma_{\text{max}}(G)$ and $\sigma_{\text{min}}(G)$ denote the largest eigenvalue and the smallest eigenvalue of the matrix $G$, respectively. We choose $l = |\sigma_{\text{min}}(G)|$. The selection of $L$ is used for UPG as well. Additionally, we let $n = 2000$ and terminate the algorithm when the maximal iteration reaches 5000 or the condition in (3.68) is satisfied.

We plot $|F_t - F_{\text{min}}|$ against iterations and $\|x_t - x^*\|$ versus iterations in Figure 3.2, where $F_{\text{min}}$ is the minimum function value of each algorithm and $x^*$ is the corresponding solution of the $F_{\text{min}}$ for every algorithm. We can see from Figure 3.2 UPG outperforms all other methods in terms of the convergence of the sequences $\{F_t\}$ and $\{x_t\}$. Specifically, UPG uses much less iterations to achieve the required accuracy than PG, PGE and FISTA.
3.6. Stochastic Unified Proximal Gradient Method

In this section, we extend the proposed unified gradient method in Algorithm 3.1 in Section 3.2 to solve stochastic optimization problems. More specifically, the stochastic unified proximal gradient method (SUPG) inherits the advantages of UPG that it solves both convex and nonconvex composite problems by unified treatment. The main difference between UPG and SUPG in terms of the algorithmic form is that UPG exploits deterministic gradients while SUPG uses stochastic gradients and a variance reduction technique is applied. The variance reduction technique in SUPG is to reduce the variance effect of the stochastic gradient, that may slow down the convergence of the method [104].

3.6.1. Stochastic Composite Optimization Problem

Let us consider the following composite optimization problem

\[
\min_{x \in \mathcal{X}} F(x) := f(x) + p(x), \tag{3.70}
\]

where \( \mathcal{X} \subset \mathbb{R}^d \) is a closed convex set, \( f \) is the average of the Lipschitz continuously differentiable functions \( f_1, \ldots, f_n \) on an open set containing \( \mathcal{X} \), i.e., \( f = \frac{1}{n} \sum_{i=1}^{n} f_i \), but possibly nonconvex and \( p : \mathcal{X} \to \mathbb{R} \) is a proper closed convex, but possibly nonsmooth, function.

Problems in the form of (3.70) arise in many fields, such as machine learning, statistics and operation research. This kind of problems are also known as regularized empirical minimization problems (e.g., [104, 1, 121]). For example, given \( n \) samples in a dataset, we can fit a general ridge regression model if each \( f_i \) is the divergence of a linear combination of features and the desired dependent variable, and \( p \) is an \( l_2 \) regularization. When the penalty term is \( l_1 \) norm, then the problem becomes LASSO. In the case \( f_i \) is a logistic loss function and \( p \) is \( l_1 \) penalty, we can obtain regularized logistic regression.
Initialization: Given iteration numbers $K$, $m$, $x^1_m \in \mathcal{X}$, $\lambda \in [0, 1]$ and $L > L$; set $\mathbf{x}^1_m = x^1_m$.

For $k = 1, 2, 3, \ldots, K$
1. $\nabla f(x^k_m) = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x^k_m)$
   For $t = 1, 2, \ldots, m$
2. Set $\beta_t = \frac{2}{t + 1}$.
3. Randomly choose subset $I_t \subset \{1, 2, \ldots, n\}$ of size $b$, such that the probability of each index being selected is $\frac{b}{n}$
4. Choose $\mu_t \in [0, L]$ and $\mathbf{\hat{x}}^k_t = \beta_t \mathbf{x}^k_t + (1 - \beta_t) \mathbf{x}^k_t$ satisfy
   
   $$f_{I_t}(x^k_t) - f_{I_t}(\hat{x}^k_t) - \langle \nabla f_{I_t}(\hat{x}^k_t), x^k_t - \hat{x}^k_t \rangle \geq -\frac{\mu_t}{2} \|x^k_t - \hat{x}^k_t\|^2,$$
   where

   $$\beta_t = \max\{\beta_t, \tau_t\} \text{ with } \tau_t = \lambda \tau_{t-1} + (1 - \lambda) \tau_t, \tau_t = \frac{1}{2} \left(1 - \sqrt{\frac{L - \mu_t}{L + \mu_t}}\right), \tau_t = \frac{\mu_t}{L + \mu_t}.$$
5. Set $\gamma_t = \beta_t \eta_t$, where $\eta_t = 2L/(2 - \beta_t)$.
6. $v^k_t = \nabla f_{I_t}(\hat{x}^k_t) - \nabla f_{I_t}(x^k_m) + \nabla f(x^k_m)$.
7. $\mathbf{\check{x}}^k_{t+1} = \arg\min_{\mathbf{x} \in \mathcal{X}} \left\{ \langle v^k_t, \mathbf{x} \rangle + \frac{\mu_t}{2} \|\mathbf{x} - \hat{x}^k_t\|^2 + p(\mathbf{x}) \right\}$.
8. If $\beta_t = 1$, let $x^k_{t+1} = \mathbf{\check{x}}^k_{t+1}$;
9. Else $x^k_{t+1} = \arg\min_{\mathbf{x} \in \mathcal{X}} \left\{ \langle v^k_t, \mathbf{x} \rangle + \frac{\mu_t}{2} \|\mathbf{x} - \hat{x}^k_t\|^2 + p(\mathbf{x}) \right\}$.
end
10. $x^{k+1}_1 = \mathbf{\bar{x}}^k_m$ and $x^{k+1}_1 = x^k_m$.
end

Algorithm 3.2. A stochastic unified proximal algorithm for nonconvex composite optimization

3.6.2. Algorithm Description

We propose Algorithm 3.2 to solve problem (3.70). Algorithm 3.2 is a stochastic mini-batch accelerated gradient method with variance reduction technique for solving composite optimization where $f$ is not necessarily convex. At each stage, the algorithm performs $m$ iterations with directions of mini-batch gradient

$$\mathbf{v}_t = \nabla f_{I_t}(\hat{x}_t) - \nabla f_{I_t}(x_m) + \nabla f(x_m)$$

where $I_t$ is a randomly picked subset of size $b$ from $\{1, 2, \ldots, n\}$ and $\nabla f_{I_t}(\mathbf{x}) = \frac{1}{b} \sum_{i=1}^{b} \nabla f_i(\mathbf{x})$ for $i \in I_t$.

There are two loops in Algorithm 3.2. At every iteration of the outer loop, we eval-
uate the full gradient of $f$ at the most recent point $x_m$ obtained from the inner loop. This full gradient is used to calculate the stochastic gradient $v_t$ in Step 6. The steps in the inner loop are almost the same as that in UPG, except the choice of $\mu_t$ and the gradients in the subproblems. In Algorithm 3.2, we assume $\mu_t$ is given such that the conditions in Step 4 are satisfied. The details of how we choose $\mu_t$ will be discussed in Section 3.6.3 when presenting the numerical experiments. Furthermore, we compute the stochastic gradient $v_t$ in Step 6, which is equipped with the variance reduction technique. The variance bound is given in Lemma 3.6.1. In addition, the stochastic gradient $v_t$ is used rather than the gradient $\nabla f(\hat{x}_t)$, since it is easy to see $E[v_t] = \nabla f(\hat{x}_t)$.

We give the bound of the variance in the following lemma. Lemma 3.6.1 shows the mini-batch size $b$ can help reduce the variance. We can observe if $b = n$, the bound given in (3.71) becomes 0, then the algorithm reduces to one for the deterministic case.

**Lemma 3.6.1.** Suppose the gradient of $f$ is Lipschitz continuous with constant $\mathcal{L}$. For the iterates generated by Algorithm 3.2, we have

$$
E_t [\|v_t - \nabla f(\tilde{x}_t)\|^2] \leq \frac{\mathcal{L}^2(n - b)}{b(n - 1)} \|x_t - \tilde{x}_t\|^2. \tag{3.71}
$$
Proof. By the definition of $v_t$, we have

$$E_{I_t} [\|v_t - \nabla f(\hat{x}_t)\|^2] = E_{I_t} [\|\nabla f_{I_t}(\hat{x}_t) - \nabla f_{I_t}(x_t) - (\nabla f(\hat{x}_t) - \nabla f(x_t))\|^2]$$

$$= \frac{1}{b^2} E_{I_t} \left[ \left\| \sum_{i \in I_t} (\nabla f_i(x_t) - \nabla f_i(\hat{x}_t)) - (\nabla f(x_t) - \nabla f(\hat{x}_t)) \right\|^2 \right]$$

$$= \frac{n - b}{b(n - 1)} E \left[ \|\nabla f_i(x_t) - \nabla f_i(\hat{x}_t) - (\nabla f(x_t) - \nabla f(\hat{x}_t))\|^2 \right]$$

$$\leq \frac{n - b}{b(n - 1)} E \left[ \|\nabla f_i(x_t) - \nabla f_i(\hat{x}_t)\|^2 \right]$$

$$\leq \frac{L^2(n - b)}{b(n - 1)} \|x_t - \hat{x}_t\|^2,$$

(3.72)

where the fourth equality follows from Lemma 4 in [80], the first inequality comes from $E\|\xi - E\xi\|^2 \leq E\|\xi\|^2$, and the last inequality is obtained from the Lipschitz continuity of $\nabla f_i$.

\[ \square \]

3.6.3. Numerical Experiments

Though the theoretical results are still a work in progress, we would like to show the potential of the proposed stochastic proximal gradient method in practical applications. In this subsection, we examine the empirical performance of SUPG on the regularized empirical risk minimization (ERM) on regression and classification.

Given a dataset of $n$ samples, $\{(a_1, b_1), (a_2, b_2), \cdots, (a_n, b_n)\}$, where $a_i \in \mathbb{R}^d$ for $i = 1, \cdots, n$, and $b$ is a constant which is the value of dependent variable for regression problems or label for classification. We consider the following composite optimization problem in [136]

$$\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} f_i(x) + \lambda_1 \|x\|_1 + \frac{\lambda_2}{2} \|x\|_2^2,$$

(3.73)
where $\lambda_1, \lambda_2 > 0$ are penalty parameters. Different models in machine learning can be obtained by choosing $f_i$ to be various loss functions. Here, we consider $f_i$ being sigmoid loss $\frac{1}{1+\exp(b_i a_i^T x)}$ and logistic loss $\log(1 + \exp(-b_i a_i^T x))$.

In this experiment, we compare SUPG with proximal stochastic variance-reduced gradient (prox-SVRG) for nonconvex composite objectives in Algorithm 1 in [136] on three publicly available datasets: abalone from [37], letter and shuttle in [21]. Abalone dataset is used to find a regression model to predict the age of abalone from physical measurements while datasets shuttle and letter are for classification problems that classify classes of shuttles by attributes and identify black-and-white rectangular pixel displays as one of the 26 capital letters in the English alphabet, respectively.

On the other hand, the initialization of $x \in \mathbb{R}^d$ for all the algorithms is randomly selected from standard uniform distribution in $(0, 1)$ and the maximum iteration number for inner loop is $m = 150$. The termination iteration for the outer loop $K$ is set to be 100 for plotting with respect to epoch and the stopping condition of the outer loop for figures with respect to time is

$$\frac{|F_t - F^c_{\text{min}}|}{|F^c_{\text{min}} + 1|} \leq 10^{-4},$$

where $F^c_{\text{min}}$ denotes the minimum of current sequence $\{F_t\}$ at the $t$-th iteration. Additionally, the penalty parameters $\lambda_1$ and $\lambda_2$ are set to $10^{-5}$. Note that they are usually selected by cross-validation in practice. Moreover, as we mentioned in previous subsection, instead of estimating $\mu_t$ in the way of Step 2 in Algorithm 3.1, here we monotonically increase $\mu_t$ by $0.01L$ in the range $[0, L]$ until the requirement in Step 4 is satisfied. Then, we have the experimental results in the following.
Figure 3.3 and Figure 3.4 show the results of applying SUPG and prox-SVRG on solving problem (3.70) when \( f \) are logistic loss and sigmoid loss. We plot \( |F_t - F_{\text{min}}| \) against execution time in (a), (b) and (c) and \( |F_t - F_{\text{min}}| \) versus epoch in (d), (e) and (f) for both Figure 3.3 and Figure 3.4, where \( F_{\text{min}} \) is the minimum of the sequence \( \{F_t\} \) generated by each algorithm. We can observe from Figure 3.3 (a), (b) and (c) that both methods converge shortly to the preset accuracy. However, SUPG terminates much faster than prox-SVRG. In other words, prox-SVRG takes more than three times of the time that SUPG needs to reach a solution. On the other hand, we can see from Figure 3.3 (d), (e) and (f) that, when using the same amount of epochs, SUPG obtains an objective func-
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tion value with smaller function value gap than that of prox-SVRG. Overall, SUPG outperforms prox-SVRG from the aspects of less running time and higher accuracy with same epochs. Similar conclusions can be obtained from Figure 3.4. SUPG uses much less time to reach a desired accuracy than prox-SVRG and SUPG can find an $\mathbf{x}$ such that the gap between current function value and the minimum of the generated sequence of objective function values is smaller than that of prox-SVRG.
Chapter 4. An Inexact ADMM for Separable Nonconvex and Nonsmooth Optimization

In this chapter, we present an algorithm that is a variant of the alternating direction proximal method of multiplier and is equipped with linesearch. The method solves a family of separable minimization optimization problems with linear equality constraints, where the objective function is the sum of a smooth but possibly nonconvex function and a possibly nonsmooth nonconvex function. Since most of the computational effort is spent on finding the minimizers to the subproblems in such methods, inexact solutions are used in the proposed method. An expansion step is applied to $x$-iterates to further improve the performance of the algorithm.

4.1. Separable Nonconvex and Nonsmooth Optimization Problems

Throughout the chapter, we consider the following separable nonconvex and nonsmooth linearly constrained optimization problem

$$
\min_{(x,y) \in \mathbb{R}^{n_x} \times \mathbb{R}^{n_y}} F(x, y) := f(x) + g(y) \quad (4.1)
$$

s.t. $Ax + By = b,$

where $f : \mathbb{R}^{n_x} \to \mathbb{R}$ is Lipschitz continuously differentiable, but possibly nonconvex, $g : \mathbb{R}^{n_y} \to \mathbb{R}$ is a proper, lower semicontinuous, possibly nonconvex and nonsmooth function and $A \in \mathbb{R}^{m \times n_x}, B \in \mathbb{R}^{m \times n_y}$ and $b \in \mathbb{R}^m$ are given. Note that constraints of the form $y \in \mathcal{Y}$ for a closed set $\mathcal{Y} \subset \mathbb{R}^{n_y}$ can be incorporated in the objective by using $g(y)$ as an indicator function of $\mathcal{Y}.$

As we have mentioned in Section 2.3 in Chapter 2, ADMMs have obtained great success in both theory and numerical efficiency for solving linearly constrained separa-
ble convex optimization. The original ADMM [46, 53] and its variants for solving convex
problems have been further extended to solve the nonconvex structured optimization prob-
lem (4.1). With proper choice of $\beta$, the excellent performance of ADMM on nonconvex
cases has been observed in recent applications [122]. Note that the dominant computation
in each iteration of ADMM is to solve its subproblems. Hence, how to solve these sub-
problems inexactly while still maintaining nice convergence properties will be critical for
the overall success of ADMM, especially when no closed form solution of the subproblem
exists [65, 66, 132].

Motivated by the recent surged interests of the applications of ADMM on noncon-
vex cases and the adaptive relative error strategy used in ALM and convex ADMM (e.g.,
[65]), we propose an inexact ADMM (I-ADMM) framework with an expansion linesearch
step (see Algorithm 4.1) to solve the nonconvex problem (4.1). Our contribution mainly
lies in the following aspects.

First, the proposed I-ADMM solves the subproblems inexactly to adaptive accu-
racy while global convergence and a linear convergence rate are guaranteed under proper
conditions. Solving subproblems in ADMMs inexactly has been widely used for convex op-
timization problems. One common way is to solve the subproblems to the accuracy based
on some absolute summable error criteria, but the guidance on how to adaptively select
the error tolerance is absent except requiring it to be summable. Moreover, ADMM is
a splitting version of the augmented Lagrangian method, for which nice theoretical con-
vergence results and numerical experiments have been obtained [39, 114] using adaptive
relative subproblem stopping criteria. Hence, ideally we should also be able to solve the
subproblems of I-ADMM to an adaptive accuracy while maintaining desirable convergence
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properties. Here we establish global convergence and a linear convergence rate of I-ADMM under a local error bound condition and a weakly convex property of $g$.

Second, the proposed I-ADMM allows a more flexible range of the stepsize, $s \in (0, 2)$, in the update step of dual variable and applies an expansion linesearch step to accelerate the convergence. The commonly known dual stepsize $s$ of ADMM for solving convex optimization can be arbitrarily chosen from the interval $(0, (\sqrt{5} + 1)/2)$ (see [44, 4]). However, only the unit stepsize was discussed in almost all current ADMMs for nonconvex problems [5, 75, 86, 122], except the methods in [133, 135] that allow $s \in (0, (\sqrt{5} + 1)/2)$ for an image recovery problem as the original ADMM and $s \in (0, 2)$ for a linearized ADMM. On the other hand, both methods find exact solutions of the subproblems or the linearized subproblems. Therefore, by constructing different potential energy functions, we extend the dual stepsize interval to $(0, 2)$ even with inexact subproblem solutions. In addition, an expansion linesearch step (see step 6 of Algorithm 4.1) is applied in the proposed I-ADMM, which improves the numerical performance and reduces the sensitivity of algorithm parameters as well.

Third, we propose a generalized accelerated gradient method (G-AGM) with momentum acceleration to solve the nonconvex smooth $x$-subproblem. Our G-AGM method is motivated by the extrapolation technique for solving both convex and nonconvex optimization [9, 123]. G-AGM is particularly designed for solving $x$-subproblem arising in our I-ADMM. It can be viewed as a special case of Algorithm 3.1 in Chapter 3. This method guarantees global convergence for solving the smooth possibly nonconvex subproblem and will automatically reduce to an optimal gradient method when the function $f$ in the objective is convex.
Additionally, the framework of I-ADMM is more general and flexible than most of existing ADMMs. When no expansion step (Step 6 of Algorithm 4.1) is used, this I-ADMM will just reduce to a particular inexact version of nonconvex ADMM. But our line-search expansion step often allows a much larger stepsize than the fixed relaxation stepsize used in [38, 68, 72]. We also have more general problem settings and different assumptions for establishing global convergence and the linear convergence rate than that in [14, 86] which require $B = I$, $b = 0$ and the Kurdyka-Lojasiewicz property. Although the over-relaxation step was adopted in [57], the involved subproblems were also solved exactly. Moreover, our numerical experiments show that our proposed I-ADMM is very effective compared with other state-of-the-art ADMM algorithms in the literature and can obtain more accurate solution.

4.2. Algorithm Description

We propose an inexact ADMM (I-ADMM, i.e., Algorithm 4.1) with an expansion linesearch step to solve the possibly nonsmooth and nonconvex problem (4.1). At each iteration, both the $y$-subproblem, i.e.,

$$\min_{y \in \mathbb{R}^{n_y}} \mathcal{L}^k_y(y) \coloneqq \mathcal{L}_\beta(x^k, y, \lambda^k) + \frac{\beta}{2} \|y - y^k\|_{D^k_y}^2,$$  \hspace{1cm} (4.2)

and the $x$-subproblem, i.e.,

$$\min_{x \in \mathbb{R}^{n_x}} \mathcal{L}^k_x(x) \coloneqq \mathcal{L}_\beta(x, y^{k+1}, \lambda^k) + \frac{\beta}{2} \|x - x^k\|_{D^k_x}^2,$$  \hspace{1cm} (4.3)

are allowed to be solved inexactly, where $D^k_x \succeq 0$ and $D^k_y \succeq 0$ can be two uniformly upper bounded positive semidefinite matrices that are adaptively chosen. More precisely, in Algorithm 4.1, it requires the $y^{k+1}$ generated at the $k$-th iteration satisfies

$$\frac{\beta}{2} \|y^{k+1} - y^k\|_{D^k_y}^2 + \mathcal{L}_\beta(x^k, y^{k+1}, \lambda^k) \leq \mathcal{L}_\beta(x^k, y^k, \lambda^k)$$  \hspace{1cm} (4.4)
for some positive definite matrix $D_y > 0$, and there exist a positive constant $c_y$ and some

$$\xi_y^{k+1} \in \partial_y \mathcal{L}_\beta(x^k, y^{k+1}, \lambda^k)$$

such that

$$\|\xi_y^{k+1}\| \leq c_y \beta \|y^{k+1} - y^k\|. \quad (4.5)$$

For the inexact solution of $x$-subproblem, it requires the $\hat{x}^k$ generated at the $k$-th iteration of Algorithm 4.1 satisfies

$$\frac{\beta}{2} \|\hat{x}^k - x^k\|_{D_x}^2 + \mathcal{L}_\beta(\hat{x}^k, y^{k+1}, \lambda^k) \leq \mathcal{L}_\beta(x^k, y^{k+1}, \lambda^k) \quad (4.6)$$

for some positive definite matrix $D_x > 0$, and there exists a positive constant $c_x > 0$ such that $\xi_x^{k+1} = \nabla_x \mathcal{L}_\beta(\hat{x}^k, y^{k+1}, \lambda^k)$ satisfies

$$\|\xi_x^{k+1}\| \leq c_x \beta \left(\|\hat{x}^k - x^k\| + \|y^{k+1} - y^k\|\right). \quad (4.7)$$

The algorithm stops when $R^{k+1}$ is sufficiently small, where

$$R^{k+1} = \|\hat{x}^k - x^k\| + \|y^{k+1} - y^k\| + \|\hat{r}^{k+1}\|, \quad (4.8)$$

and $\hat{r}^{k+1} = A\hat{x}^k + By^{k+1} - b$.

Furthermore, we see that an expansion linesearch step for $x$-iterates is applied in Step 6 of Algorithm 4.1. From this expansion step, we have $\phi(\alpha_k) = \mathcal{L}_\beta(x^{k+1}, y^{k+1}, \lambda^{k+1})$,

$\phi(1) = \mathcal{L}_\beta(\hat{x}^k, y^{k+1}, \lambda^{k+1})$ and the stepsize $\alpha_k \geq 1$ is chosen such that $\xi_x^{k+1} = \nabla_x \mathcal{L}_\beta(x^{k+1}, y^{k+1}, \lambda^k)$ satisfies

$$\|\xi_x^{k+1}\| \leq c_x \beta \left(\|\hat{x}^k - x^k\| + \|y^{k+1} - y^k\|\right), \quad (4.9)$$

and

$$\mathcal{L}_\beta(x^{k+1}, y^{k+1}, \lambda^{k+1}) \leq \mathcal{L}_\beta(\hat{x}^k, y^{k+1}, \lambda^{k+1}) - \delta \beta \|x^{k+1} - \hat{x}^k\|^2, \quad (4.10)$$
**Initialization:** parameters $\beta > 0$, $s \in (0, 2)$, $\delta \in (0, 1)$ and $\eta > 1$, starting point $w^0 = (x^0, y^0, \lambda^0)$;

For $k = 0, 1, 2, \ldots$
1. Choose uniformly upper bounded matrices $D^k_y \succeq 0$ and $D^k_x \succeq 0$.
2. Solve $y^{k+1} \approx \arg \min_{y \in \mathbb{R}^n_y} L_\beta(x^k, y, \lambda^k) + \frac{\beta}{2} \|y^k - y\|^2_{D^k_y}$ inexacty such that (4.4) and (4.5) are satisfied.
3. Solve $x^{k+1} \approx \arg \min_{x \in \mathbb{R}^n_x} L_\beta(x, y^{k+1}, \lambda^k) + \frac{\beta}{2} \|x - x^k\|^2_{D^k_x}$ inexacty such that (4.6) and (4.7) are satisfied.
4. If $R^{k+1}$ defined in (4.8) is sufficiently small, stop.
5. Update the Lagrange Multiplier:
   $\lambda^{k+1} = \lambda^k - s\beta (A\hat{x}^k + B y^{k+1} - b)$.
6. Expansion step for the $x$-iterate:
   $x^{k+1} = x^k + \alpha_k \hat{d}^k_x$, where $\hat{d}^k = \hat{x}^k - x^k$ and $\alpha_k = \eta^j$ with $j \geq 0$
   being the largest integer such that
   $\phi(\alpha_k) \leq \phi(1) - \delta \beta \|x^{k+1} - \hat{x}^k\|^2$ and (4.9) are satisfied,
   where $\phi(\alpha) = L_\beta(x^k + \alpha \hat{d}^k_x, y^{k+1}, \lambda^{k+1})$.

end

Algorithm 4.1. An inexact ADMM (I-ADMM) for separable nonconvex optimization

where $\delta \in (0, 1)$ is a preset parameter. As standard linesearch techniques in optimization, this Armijo-type linesearch step can significantly improve the performance of the algorithm and reduce the sensitivity of the choices of the parameters in the algorithm.

We now have the following comments regarding the conditions (4.4), (4.5), (4.6) and (4.7) for the subproblem solutions. First, since $\{D^k_x\}$ and $\{D^k_y\}$ are chosen uniformly upper bounded, supposing functions $L^k_x(\cdot)$ and $L^k_y(\cdot)$ are bounded from below, we can find $y^{k+1}$ and $\hat{x}^k$ such that conditions (4.5) and (4.7) are satisfied. In addition, if $R^{k+1} = 0$, we can derive $w^k := (x^k, y^k, \lambda^k)$ is a stationary point of problem (4.1) (see definition (4.35)).

On the other hand, if $\{D^k_x\}$ and $\{D^k_y\}$ are chosen such that

$$
\|\hat{x}^k - x^k\|^2_{D^k_x} \geq \eta_x \|\hat{x}^k - x^k\|^2 \quad \text{and} \quad \|y^{k+1} - y^k\|^2_{D^k_y} \geq \eta_y \|y^{k+1} - y^k\|^2
$$

(4.11)

for some constants $\eta_x > 0$ and $\eta_y > 0$, then for any $\hat{x}^k$ satisfying $L^k_x(\hat{x}^k) \leq L^k_x(x^k)$ and any
\( y^{k+1} \) satisfying \( \mathcal{L}_y^k(y^{k+1}) \leq \mathcal{L}_y^k(y^k) \), the conditions (4.4) and (4.6) will hold with \( D_x = \eta_x I \) and \( D_y = \eta_y I \).

Therefore, obviously one simple choice of matrices \( D_x^k \) and \( D_y^k \) can be \( D_x^k = \eta_x I \) and \( D_y^k = \eta_y I \) for all \( k \geq 0 \). However, under certain circumstances, it is not even necessary to require positive definiteness of \( \{D_x^k\} \) or \( \{D_y^k\} \) in order to satisfy the conditions (4.4) and (4.6). For instance, denoting \( L > 0 \) as the Lipschitz constant of \( \nabla f \), if \( A^T A + D_x^k > 0 \) and the parameter \( \beta \) is sufficiently large such that \( \beta(A^T A + D_x^k) \succeq (L + 2\eta\beta)I \) for some \( \eta > 0 \), the objective function \( \mathcal{L}_x^k(\cdot) \) of the \( x \)-subproblem (4.3) will be uniformly strongly convex with modulus greater than \( 2\eta\beta > 0 \). In this case, all points sufficiently close to the minimizer of the \( x \)-subproblem (4.3) will satisfy (4.6) with \( D_x = \eta I \). Hence, in the rest of the chapter, we assume that we can solve the subproblems (4.2) and (4.3) inexactly to meet conditions (4.4), (4.5), (4.6) and (4.7).

4.3. Convergence Analysis

In this section, we study the convergence properties of Algorithm 4.1. For the convergence analysis, we need the following assumptions throughout the chapter.

**Assumption 4.3.1.** The gradient of \( f \) is Lipschitz continuous, i.e., there exists a constant \( L > 0 \) such that

\[
\|\nabla f(z_1) - \nabla f(z_2)\| \leq L\|z_1 - z_2\| \tag{4.12}
\]

for any \( z_1, z_2 \in \mathbb{R}^{n_x} \).

**Assumption 4.3.2.** \( (\text{Range}(B) \cup b) \subseteq \text{Range}(A) \).

Based on Assumption 4.3.2, we have \( \lambda^{k+1} - \lambda^k = -s\tilde{r}^{k+1} \in \text{Range}(A) \), which
implies
\[ \| \lambda^{k+1} - \lambda^k \| \leq \sigma_A^{\frac{1}{2}} \| A^T (\lambda^{k+1} - \lambda^k) \|, \]

where \( \sigma_A \) is the smallest positive eigenvalue of \( A^T A \) (or equivalently the smallest positive eigenvalue of \( AA^T \)). Certainly, Assumption 4.3.2 holds if \( A \) is nonsingular or has full column or full row rank.

4.3.1. Preliminary Lemmas

For the convenience of analysis, let us denote
\[
\tilde{d}_x^k = \tilde{x}^k - x^k, \quad d_y^k = y^{k+1} - y^k \quad \text{and} \quad d_\lambda^k = \lambda^{k+1} - \lambda^k
\]

and define
\[
\psi_1(s) = \max \left\{ 1, \frac{s^2}{(2-s)^2} \right\} \quad \text{and} \quad \psi_2(s) = \max \left\{ \frac{1}{s}, \frac{s-1}{2-s} \right\}. \quad (4.14)
\]

It is easy to see that \( \psi_1(s) > 0 \) and \( \psi_2(s) \geq 0 \) for any \( s \in (0,2) \). Then, we have the following lemma.

**Lemma 4.3.1.** Suppose the Assumption 4.3.1 holds and the iterates \( \{w^k\} \) generated by Algorithm 4.1 satisfy the condition (4.7). Then, we have

\[
\| A^T d_\lambda^k \|^2 \leq \psi_2(s) \left( \| A^T d_\lambda^{k-1} \|^2 - \| A^T d_\lambda^k \|^2 \right) + 2\psi_1(s)(L + c_x\beta)^2 \| \tilde{d}_x^k \|^2 + 6\psi_1(s)c_x^2\beta^2 \left( \| \tilde{d}_x^{k-1} \|^2 + \| d_y^k \|^2 + \| d_y^{k-1} \|^2 \right). \quad (4.15)
\]

**Proof.** By the definition of \( \xi_x^{k+1} = \nabla_x L_\rho(\tilde{x}^k, y^{k+1}, \lambda^k) \), we have
\[
\xi_x^{k+1} = \nabla f(\tilde{x}^k) + A^T [-\lambda^k + \beta \tilde{r}^{k+1}],
\]
where \( \tilde{r}^{k+1} = A\tilde{x}^k + By^{k+1} - b \). Hence, we have
\[
A^T \lambda^k = \nabla f(\tilde{x}^k) - \xi_x^{k+1} + \beta A^T \tilde{r}^{k+1},
\]
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which follows from $\lambda^{k+1} = \lambda^k - s\beta r^{k+1}$ that

$$sA^T\lambda^k = s(\nabla f(\hat{x}^k) - \xi_x^{k+1}) + A^T(\lambda^k - \lambda^{k+1}).$$

So, we have

$$A^T\lambda^{k+1} = s(\nabla f(\hat{x}^k) - \xi_x^{k+1}) + (1 - s)A^T\lambda^k. \quad (4.16)$$

Similarly, by the definitions of $\xi_x^{k+1}, \hat{r}^{k+1}$ and $\lambda^{k+1} = \lambda^k - s\beta r^{k+1}$, we have

$$A^T\lambda^{k+1} = s(\nabla f(x^{k+1}) - \xi_x^{k+1}) + (1 - s)A^T\lambda^k. \quad (4.17)$$

Then, by replacing $k + 1$ by $k$ in (4.17) and subtracting it from (4.16) and $d_\lambda^k = \lambda^{k+1} - \lambda^k$, it gives

$$A^Td_\lambda^k = s\delta^k + (1 - s)A^Td_\lambda^{k-1}, \quad (4.18)$$

where

$$\delta^k = \nabla f(\hat{x}^k) - \nabla f(x^k) - \xi_x^{k+1} + \xi_x^k. \quad (4.19)$$

In the following we consider two cases, $s \in (0, 1]$ and $s \in (1, 2)$.

**Case 1:** $s \in (0, 1]$. Then, it follows from (4.18) and the convexity of $|| \cdot ||^2$ that

$$\|A^Td_\lambda^k\|^2 \leq s\|\delta^k\|^2 + (1 - s)\|A^Td_\lambda^{k-1}\|^2. \quad (4.20)$$

By subtracting $(1 - s)\|A^Td_\lambda^k\|^2$ and dividing $s$ from both sides of the above inequality, we derive

$$\|A^Td_\lambda^k\|^2 \leq \|\delta^k\|^2 + \frac{1 - s}{s} (\|A^Td_\lambda^{k-1}\|^2 - \|A^Td_\lambda^k\|^2). \quad (4.20)$$

**Case 2:** $s \in (1, 2)$. It follows from (4.18) that

$$\|A^Td_\lambda^k\|^2 = (1 - s)^2\|A^Td_\lambda^{k-1}\|^2 + s^2\|\delta^k\|^2 + 2s(1 - s)\langle A^Td_\lambda^{k-1}, \delta^k \rangle. \quad (4.21)$$
Then, by (4.21) and Cauchy-Schwartz inequality, for an $\nu > 0$ we have

$$
\|A^T d^k_{\lambda}\|^2 \leq (1-s)^2 \|A^T d^{k-1}_{\lambda}\|^2 + s^2 \|\delta^k\|^2 + s(s-1) \left( \nu \|A^T d^{k-1}_{\lambda}\|^2 + \frac{1}{\nu} \|\delta^k\|^2 \right)
$$

$$
= ((1-s)^2 + s(s-1)\nu) \|A^T d^{k-1}_{\lambda}\|^2 + \left( s^2 + \frac{s(s-1)}{\nu} \right) \|\delta^k\|^2.
$$

By choosing $\nu = (2-s)/s$, we have

$$
(1-s)^2 + s(s-1)\nu = s - 1 \quad \text{and} \quad s^2 + \frac{s(s-1)}{\nu} = \frac{s^2}{2-s}.
$$

So, we have from (4.22) that

$$
\|A^T d^k_{\lambda}\|^2 \leq (s-1) \|A^T d^{k-1}_{\lambda}\|^2 + \frac{s^2}{2-s} \|\delta^k\|^2.
$$

By subtracting $(s-1) \|A^T d^k_{\lambda}\|^2$ and dividing $2-s$ from both sides of the above inequality, we derive

$$
\|A^T d^k_{\lambda}\|^2 \leq \frac{s^2}{(2-s)^2} \|\delta^k\|^2 + \frac{s-1}{2-s} \left( \|A^T d^{k-1}_{\lambda}\|^2 - \|A^T d^k_{\lambda}\|^2 \right).
$$

Now, combining (4.20) and (4.23) and the definition of functions $\psi_1$ and $\psi_2$ in (4.14), we have

$$
\|A^T d^k_{\lambda}\|^2 \leq \psi_1(s) \|\delta^k\|^2 + \psi_2(s) \left( \|A^T d^{k-1}_{\lambda}\|^2 - \|A^T d^k_{\lambda}\|^2 \right).
$$

In addition, by (4.7), (4.12) and the definition of $\delta^k$ in (4.19), we have

$$
\|\delta^k\|^2 = \|\nabla f(\hat{x}^k) - \nabla f(x^k) - \xi^{k+1}_x + \xi^k_x\|^2
$$

$$
\leq \left( L \|\hat{d}^k_x\| + c_x \beta (\|\hat{d}^k_x\| + \|d^{k-1}_x\| + \|d^k_y\| + \|d^{k-1}_y\|) \right)^2
$$

$$
= \left( (L + c_x \beta) \|\hat{d}^k_x\| + c_x \beta \left( \|\hat{d}^{k-1}_x\| + \|d^k_y\| + \|d^{k-1}_y\| \right) \right)^2
$$

$$
\leq 2(L + c_x \beta)^2 \|\hat{d}^k_x\|^2 + 6c^2_x \beta^2 \left( \|\hat{d}^{k-1}_x\|^2 + \|d^k_y\|^2 + \|d^{k-1}_y\|^2 \right).
$$

Therefore, (4.15) follows from the above inequality and (4.24).
Now, let us denote \( w^k = (x^k, y^k, \lambda^k) \), \( \hat{w}^k = (\hat{x}^{k-1}, y^k, \lambda^k) \) and define the potential energy functions as

\[
E^{k+1} = \mathcal{L}_\beta(w^{k+1}) + \Gamma^k \quad \text{and} \quad \hat{E}^{k+1} = \mathcal{L}_\beta(\hat{w}^{k+1}) + \Gamma^k,
\]

where

\[
\Gamma^k = \frac{6(1 + \tau)\psi_1(s)c_x^2\beta}{s\sigma_A} \left( \|\hat{d}^k_x\|^2 + \|d^k_y\|^2 \right) + \frac{(1 + \tau)\psi_2(s)}{s\beta\sigma_A} \|A^T d^k_\lambda\|^2
\]

(4.27)

and \( \tau \) can be any constant in \((0, 1)\). Then, based on the previous lemma, we can derive the following potential energy reduction theorem.

**Theorem 4.3.1.** Suppose the Assumptions 4.3.1 and 4.3.2 hold and the iterates \( \{w^k\} \) generated by Algorithm 4.1 satisfy the conditions (4.4), (4.6) and (4.7). Let \( \tau \in (0, 1) \) be the constant in the potential energies \( E^k \) and \( \hat{E}^k \) defined in (4.26). If the parameters in Algorithm 4.1 are chosen such that

\[
\mathcal{D}_x := \frac{1 - \tau}{2(1 + \tau)} \mathcal{D}_x - \frac{\psi_1(s)}{s\sigma_A} \left[ \frac{2(L/\beta + c_x)^2 + 6c_x^2}{\sigma_A} \right] I \succeq 0,
\]

(4.28)

and

\[
\mathcal{D}_y := \frac{1 - \tau}{24(1 + \tau)} \mathcal{D}_y - \frac{\psi_1(s)c_x^2}{s\sigma_A} I \succeq 0.
\]

(4.29)

Then, denoting \( \tilde{d}^k_x = x^k - \tilde{x}^{k-1} \), we have

\[
E^{k+1} \leq E^k - \frac{\tau\beta}{2} \|\tilde{d}^k_x\|^2_{\mathcal{D}_x} - \frac{\tau\beta}{2} \|\tilde{d}^k_y\|^2_{\mathcal{D}_y} - \frac{\tau}{s\beta\sigma_A} \|d^k_\lambda\|^2 - \delta\beta \|\tilde{d}^{k+1}_x\|^2
\]

(4.30)

and

\[
\hat{E}^{k+1} \leq \hat{E}^k - \frac{\tau\beta}{2} \|\tilde{d}^k_x\|^2_{\mathcal{D}_x} - \frac{\tau\beta}{2} \|\tilde{d}^k_y\|^2_{\mathcal{D}_y} - \frac{\tau}{s\beta\sigma_A} \|d^k_\lambda\|^2 - \delta\beta \|\tilde{d}^k_x\|^2,
\]

(4.31)

where \( \delta \in (0, 1) \) is the parameter given in Algorithm 4.1.
Proof. First, by (4.4), (4.6) and (4.13), we have

\[ \mathcal{L}_\beta(\tilde{w}^{k+1}) - \mathcal{L}_\beta(w^k) \]
\[ = \mathcal{L}_\beta(x^k, y^{k+1}, \lambda^{k+1}) - \mathcal{L}_\beta(x^k, y^{k+1}, \lambda^k) + \mathcal{L}_\beta(x^k, y^{k+1}, \lambda^k) - \mathcal{L}_\beta(x^k, y^k, \lambda^k) \]
\[ - \mathcal{L}_\beta(x^k, y^{k+1}, \lambda^k) + \mathcal{L}_\beta(x^k, y^{k+1}, \lambda^k) - \mathcal{L}_\beta(x^k, y^k, \lambda^k) \]
\[ \leq \frac{1 + \tau}{s\beta} \|d^k_x\|^2 - \frac{\beta}{2} \|d^k_x\|^2_{D_x} - \frac{\beta}{2} \|d^k_y\|^2_{D_y} - \frac{\tau}{s\beta} \|d^k_y\|^2 \]
\[ \leq \frac{1 + \tau}{s\beta} \|A^T d^k_y\|^2 - \frac{\beta}{2} \|d^k_x\|^2_{D_x} - \frac{\beta}{2} \|d^k_y\|^2_{D_y} - \frac{\tau}{s\beta} \|d^k_y\|^2. \]
(4.32)

In addition, by (4.15), we obtain

\[ \frac{1 + \tau}{s\beta \sigma_A} \|A^T d^k_y\|^2 \]
\[ \leq \frac{(1 + \tau)\psi_1(s)}{s\beta \sigma_A} \left[ 2(L + c_x \beta)^2 \|\tilde{d}^k_x\|^2 + 6c_x^2 \beta^2 \left( \|\tilde{d}^{k-1}_x\|^2 + \|d^k_y\|^2 + \|d^{k-1}_y\|^2 \right) \right] \]
\[ + \frac{(1 + \tau)\psi_2(s)}{s\beta \sigma_A} \left( \|A^T d^{k-1}_x\|^2 - \|A^T d^k_y\|^2 \right). \]
(4.33)

Then, plugging (4.33) into (4.32), by (4.10) and \( \tilde{d}^{k+1}_x = x^{k+1} - \tilde{x}^k \), we have

\[ \mathcal{L}_\beta(w^{k+1}) - \mathcal{L}_\beta(w^k) \]
\[ \leq \mathcal{L}_\beta(\tilde{w}^{k+1}) - \mathcal{L}_\beta(w^k) - \delta \beta \|x^{k+1} - \tilde{x}^k\|^2 \]
\[ \leq \frac{6(1 + \tau)\psi_1(s)c_x^2 \beta}{s\sigma_A} \left( \|\tilde{d}^{k-1}_x\|^2 - \|\tilde{d}^k_x\|^2 + \|d^{k-1}_y\|^2 - \|d^k_y\|^2 \right) \]
\[ - \frac{\tau \beta}{2} \|\tilde{d}^k_x\|^2_{D_x} - \frac{\tau \beta}{2} \|d^k_y\|^2_{D_y} - \frac{\tau}{s\beta} \|d^k_y\|^2 \]
\[ + \frac{(1 + \tau)\psi_2(s)}{s\beta \sigma_A} \left( \|A^T d^{k-1}_x\|^2 - \|A^T d^k_y\|^2 \right) - \delta \beta \|\tilde{d}^{k+1}_x\|^2, \]
(4.34)

where \( \delta \in (0, 1) \), \( \overline{D}_x \geq 0 \) and \( \overline{D}_y \geq 0 \) are defined in (4.28) and (4.29), respectively. Thus, (4.30) follows from (4.34) and the definition of \( E^{k+1} \) in (4.26). Similarly, by (4.10) and
\( \tilde{d}_x^k = x^k - \tilde{x}^{k-1} \), we have
\[
L_\beta(\hat{w}^{k+1}) - L_\beta(\hat{w}^k) \leq L_\beta(\hat{w}^{k+1}) - L_\beta(w^k) - \delta \beta \|x^k - \tilde{x}^{k-1}\|^2
= L_\beta(\hat{w}^{k+1}) - L_\beta(w^k) - \delta \|\tilde{d}_x^k\|^2.
\]
So, plugging (4.33) into (4.32), we can similarly derive by the definition of \( \hat{E}^{k+1} \) in (4.26) that (4.31) holds.

4.3.2. Global Convergence and Sublinear Convergence Rate

We say \( w^* = (x^*, y^*, \lambda^*) \) is a stationary point of problem (4.1) if \( 0 \in \partial L(w^*) \), namely,
\[
0 = \nabla f(x^*) - A^T \lambda^*, \quad 0 \in \partial g(y^*) - B^T \lambda^* \quad \text{and} \quad Ax^* + By^* = b.
\]
Then, it is obvious that \( w^k = (x^k, y^k, \lambda^k) \) is a stationary point of problem (4.1) if \( R^{k+1} = 0 \), where \( R^k \) is defined in (4.8). Hence, in the following global convergence theorem, we assume \( R^k \neq 0 \) for all \( k \) and an infinite sequence \( \{w^k\} \) is generated by Algorithm 4.1.

**Theorem 4.3.2.** Suppose the Assumptions 4.3.1 and 4.3.2 hold and the iterates \( \{w^k\} \) generated by Algorithm 4.1 satisfy the conditions (4.4), (4.5), (4.6) and (4.7). If the parameters in Algorithm 4.1 are chosen such that (4.28) and (4.29) hold, and \( \{E^k\} \) or \( \{\hat{E}^k\} \) defined in (4.26) are bounded from below, then there exists an \( F^* \) such that
\[
\lim_{k \to \infty} L(x^k, y^k, \lambda^k) = \lim_{k \to \infty} L_\beta(x^k, y^k, \lambda^k) = \lim_{k \to \infty} E^k = F^*. \quad (4.36)
\]
In addition, we have
\[
\lim_{k \to \infty} \text{dist}(0, \partial L(w^k)) = \lim_{k \to \infty} \text{dist}(0, \partial L_\beta(w^k)) = 0 \quad (4.37)
\]
and any limit point \( w^* \) of \( \{w^k\} \) is a stationary point of problem (4.1).
Proof. Without loss of generality, let us assume \( \{E^k\} \) are bounded from below, since the proof is almost identical if \( \{\hat{E}^k\} \) are bounded from below. Then, we obtain from (4.30) that

\[
c \sum_{k=0}^{K} \left\{ \left\| \hat{d}_x^k \right\|_{\mathcal{D}_x}^2 + \left\| d_y^k \right\|_{\mathcal{D}_y}^2 + \left\| d_{\lambda}^k \right\|^2 + \left\| \hat{d}_{x}^{k+1} \right\|^2 \right\} \leq E^0 - E^{K+1} \leq E^0 - \bar{P},
\]

(4.38)

where \( c = \min \{ \tau \beta, \tau s, \delta \beta \} \) and \( \bar{P} \) is the lower bound of \( E^k \). Then, (4.38), \( \mathcal{D}_x \succ 0 \) and \( \mathcal{D}_y \succ 0 \) imply that

\[
\lim_{k \to \infty} \| \hat{d}_x^k \| = 0, \quad \lim_{k \to \infty} \| d_x^k \| = 0, \quad \lim_{k \to \infty} \| d_y^k \| = 0 \quad \text{and} \quad \lim_{k \to \infty} \| d_{\lambda}^k \| = 0.
\]

(4.39)

In addition, by (4.39), \( d_{\lambda}^k = -s \beta \hat{r}^{k+1} \) and the definition of \( R^k \) in (4.8), we have

\[
\lim_{k \to \infty} \| \hat{r}^k \| = 0 \quad \text{and} \quad \lim_{k \to \infty} R^k = \lim_{k \to \infty} (\| \hat{d}_x^{k-1} \| + \| d_y^{k-1} \| + \| \hat{r}^k \|) = 0.
\]

(4.40)

So, denoting \( r^k = Ax^k + By^k - b \) and \( d_x^k = x^{k+1} - x^k \), we have from \( r^k = \hat{r}^k + Ad_x^k \),

\[
\| d_x^k \| \leq \| x^{k+1} - \hat{x}^k \| + \| \hat{x}^k - x^k \| = \| \hat{d}_x^{k+1} \| + \| \hat{d}_x^k \|, \quad \text{(4.39) and (4.40)}
\]

that

\[
\lim_{k \to \infty} \| r^k \| = 0 \quad \text{and} \quad \lim_{k \to \infty} \| d_x^k \| = 0.
\]

(4.41)

By (4.30), we have \( \{E^k\} \) is a monotonically nonincreasing sequence, which together with \( \{E^k\} \) being bounded from below implies \( \lim_{k \to \infty} E^k = F^* \) for some \( F^* \). Then, it follows from the definition of \( E^k \), (4.39) and (4.41) that (4.36) holds.
On the other hand, we have by direct calculation

\[
\begin{align*}
\partial_x \mathcal{L}_\beta(w^k) & = \partial_x \mathcal{L}(w^k) + \beta A^T r^k = \nabla f(x^k) - A^T \lambda^k + \beta A^T r^k \\
& = \nabla_x \mathcal{L}_\beta(\hat{x}^{k-1}, y^k, \lambda^{k-1}) - A^T \hat{d}_x^{k-1} + (\nabla f(x^k) - \nabla f(\hat{x}^{k-1})), \\
\partial_y \mathcal{L}_\beta(w^k) & = \partial_y \mathcal{L}(w^k) + \beta B^T r^k = \partial_y g(y^k) - B^T \lambda^k + \beta B^T r^k \\
& = \partial_y \mathcal{L}_\beta(x^k, y^k, \lambda^k) - B^T (d_y^{k-1} - \beta A d_y^{k-1}), \\
\partial_{\lambda} \mathcal{L}_\beta(w^k) & = \partial_{\lambda} \mathcal{L}(w^k) = -r^k.
\end{align*}
\]  

(4.42)

Then, it follows from (4.5), (4.7), (4.39) and (4.41) that (4.37) holds. In addition, for any limiting point \(w^*\) of \(\{w^k\}\), it follows from (4.37) and the definition of the limiting subdifferential \(\partial \mathcal{L}(w^*)\) that (4.35) holds. Hence, \(w^*\) of \(\{w^k\}\) is a stationary point of problem (4.1).

From Theorem 4.3.2 and (4.40), we can see that for any limiting point \(w^*\) of \(\{w^k\}\), we have \(\mathcal{L}(x^*, y^*, \lambda^*) = F(x^*, y^*) = f(x^*) + g(y^*) = F^*\). In addition, we can observe from (4.38) that

\[
\min_{k \in \{1, \ldots, K\}} \left\{ \|\hat{d}^{k+1}_x\|^2 + \|\hat{d}_x^k\|^2 + \|d_y^k\|^2 + \|\hat{r}^{k+1}\|^2 \right\} = O(1/K),
\]

which together with (4.5) and (4.7) implies

\[
\min_{k \in \{1, \ldots, K\}} \left\{ \text{dist}(0, \partial \mathcal{L}(w^k)) \right\} = O(1/\sqrt{K}).
\]

In Theorem 4.3.2, we assume the parameters in Algorithm 4.1 are chosen such that the potential energy sequence \(\{E^k\}\) or \(\{\hat{E}^k\}\) is uniformly bounded from below. The following theorem gives a sufficient condition to ensure the uniform lower bound of \(\{\hat{E}^k\}\), which in turn implies the uniform lower bound of \(\{E^k\}\) since \(\lim_{k \to \infty} \|\hat{d}_x^k\| = 0\).
Theorem 4.3.3. Suppose there exists a $\beta > 0$ such that

$$\inf \left\{ f(\hat{x}^{k-1}) + g(y^k) + \frac{\beta}{2} \| A\hat{x}^{k-1} + By^k - b \|^2 \right\} =: \mathcal{P} > -\infty. \quad (4.43)$$

Then, under the conditions of Theorem 4.3.1 and $\beta \geq \beta$, we have $\hat{E}^k \geq \mathcal{P}$ for all $k$.

Proof. Since $\beta \geq \beta$, it follows from $\lambda_k = \lambda_k - s\beta(A\hat{x}^{k-1} + By^k - b)$ and (4.43) that

$$\mathcal{L}_\beta(\hat{w}^k) = \mathcal{L}_\beta(\hat{x}^{k-1}, y^k, \lambda^k)$$

$$\geq f(\hat{x}^{k-1}) + g(y^k) - (\lambda^k)^T (A\hat{x}^{k-1} + By^k - b) + \frac{\beta}{2} \| A\hat{x}^{k-1} + By^k - b \|^2$$

$$\geq \mathcal{P} + \frac{1}{s\beta} (\lambda^k)^T (\lambda^k - \lambda^{k-1})$$

$$= \mathcal{P} + \frac{1}{2s\beta} (\| \lambda^k \|^2 - \| \lambda^{k-1} \|^2 + \| \lambda^k - \lambda^{k-1} \|^2).$$

Hence, by the definition of $\hat{E}^k$ in (4.26) and the above inequality, we have

$$\sum_{k=1}^{\infty} (\hat{E}^k - \mathcal{P}) \geq \sum_{k=1}^{\infty} (\mathcal{L}_\beta(\hat{w}^k) - \mathcal{P}) \geq -\frac{1}{s\beta} \| \lambda^0 \|^2. \quad (4.44)$$

By Theorem 4.3.1, $\hat{E}^k$ is monotonically decreasing. So, if there exists a $\overline{k}$ such that $\hat{E}^k < \mathcal{P}$, we will have $\hat{E}^k < \mathcal{P}$ for all $k > \overline{k}$, which implies $\sum_{k=1}^{\infty} (\hat{E}^k - \mathcal{P}) = -\infty$, which is a contradiction to (4.44). Hence, we have $\hat{E}^k \geq \mathcal{P}$ for all $k$. \qed

Remark 4.3.1. The condition (4.43) in Theorem 4.3.3 is obviously satisfied if

$$\inf \left\{ f(x) + g(y) + \frac{\beta}{2} \| Ax + By - b \|^2 \right\} > -\infty \quad (4.45)$$

for all $x$ and $y$. And in many applications, the function $F(x, y) = f(x) + g(y)$ is uniformly bounded from below, for example, in statistical learning both the graph-guided fused lasso model [76] and the smoothly clipped absolute deviation (SCAD) model [129] have nonnegative objective function value. Therefore, (4.45) holds.
4.3.3. Linear Convergence Rate

In this subsection, we discuss the linear convergence of \( \{E_k\} \) and \( \{w^k\} \) under proper conditions. Let \( \Omega^* \) be the set of all stationary points of problem (4.1) satisfying (4.35), i.e.,

\[
\Omega^* = \{(x^*, y^*, \lambda^*) : A^T\lambda^* = \nabla f(x^*), B^T\lambda^* \in \partial g(y^*), Ax^* + By^* = b\}.
\]  

(4.46)

Note that \( \Omega^* \) is a closed set. In the following, let us denote \( w^* = (x^*, y^*, \lambda^*) \in \Omega^* \). We need the following additional assumption to show the linear convergence.

**Assumption 4.3.3.** (a) For any \( \xi \geq \inf_w \mathcal{L}_\beta(w) \), there exist \( \epsilon > 0 \) and \( \tau > 0 \) such that

\[
\text{dist}(w, \Omega^*) \leq \tau \text{dist}(0, \partial \mathcal{L}_\beta(w)),
\]

whenever \( \text{dist}(0, \partial \mathcal{L}_\beta(w)) \leq \epsilon \) and \( \mathcal{L}_\beta(w) \leq \xi \).

(b) \( \Omega^* \) is nonempty and there exists \( \omega^* > 0 \) such that \( \|w_1 - w_2\| \geq \omega^* \) whenever \( w_1, w_2 \in \Omega^* \) and \( F(x_1, y_1) \neq F(x_2, y_2) \).

(c) Function \( g \) is locally weakly convex near

\[
\Omega_y^* := \{y : \text{there exist } x \text{ and } \lambda \text{ such that } (x, y, \lambda) \in \Omega^*\},
\]

that is, there exist \( \epsilon, \sigma, \delta > 0 \) such that for any \( y_1, y_2 \) with \( \text{dist}(y_1, \Omega_y^*) \leq \epsilon \), \( \text{dist}(y_2, \Omega_y^*) \leq \epsilon \) and \( \|y_1 - y_2\| \leq \delta \) and for any \( \nu \in \partial g(y_2) \), it has

\[
g(y_1) \geq g(y_2) + \langle \nu, y_1 - y_2 \rangle - \sigma \|y_1 - y_2\|^2.
\]

(4.48)

We have the following comments on Assumption 4.3.3. Assumption 4.3.3 (a) is a local error bound condition. Similar local error bound conditions have been often used in the convergence rate analysis of many algorithms [7, 93, 94, 117, 123]. Assumption 4.3.3
(b) essentially requires that the isocost surface of $F$ restricted on $\Omega^*$ is properly separated.

For more examples and discussions on functions satisfying the error bound conditions and the isocost properties, one may refer to references [116, 117, 140, 123]. Assumption 4.3.3 (c) requires function $g$ is locally weakly convex near the projection of the set $\Omega^*$ of stationary points onto the $y$-coordinates. Convex functions and Lipschitz continuously differential functions obviously satisfy this requirement. For more properties on weakly convex functions as well as its relations to lower-$C^2$ functions, one may refer to references [2, 108].

We now give the following theorem on the linear convergence of the energy sequence $\{E^k\}$. The linear convergence of energy sequence $\{\hat{E}^k\}$ can be similarly proved.

**Theorem 4.3.4.** Suppose the conditions in Theorem 4.3.2 and Assumption 4.3.3 hold. Then, for the iterates $\{w^k\}$ generated by Algorithm 4.1, the following holds:

(i) $\lim_{k \to \infty} \text{dist}(w^k, \Omega^*) = 0$;

(ii) if $\{w^k\}$ has at least one cluster point, then for all $k$ sufficiently large,

$$0 \leq E^k + 1 - F^* \leq \theta(E^k - F^*),$$

(4.49)

where $\theta \in (0, 1)$ is some constant, $E^k$ is defined in (4.26) and $F^* = \lim_{k \to \infty} E^k$ is defined in (4.36).

**Proof.** By (4.36) and (4.37), there exists a $\zeta \geq \inf_w \mathcal{L}_\beta(w)$ such that $\mathcal{L}_\beta(w^k) \leq \zeta$ for all $k$ and $\lim_{k \to \infty} \text{dist}(0, \partial \mathcal{L}_\beta(w^k)) = 0$. Hence, conclusion (i) follows from Assumption 4.3.3 (a) with $\xi = \zeta$.

We now prove conclusion (ii). For any iterate $w^k$, let us define a $\overline{w}^k \in \Omega^*$ such that $\text{dist}(w^k, \Omega^*) = \|w^k - \overline{w}^k\|$. Since $\Omega^*$ is closed, the existence of $\overline{w}^k$ is guaranteed. Then, by
conclusion (i), we have
\[
\lim_{k \to \infty} \| w_k - w^k \| = 0. \tag{4.50}
\]
In addition, we have from (4.39) and \( \| w_k - w^{k-1} \| \leq \| d_x^{k-1} \| + \| d_y^{k-1} \| + \| d_{\lambda}^{k-1} \| \) that
\[
\lim_{k \to \infty} \| w_k - w^{k-1} \| = 0. \tag{4.51}
\]
Therefore, we have from
\[
\| w_k - w^{k-1} \| \leq \| w_k - w^k \| + \| w^{k-1} - w^k \| + \| w^{k-1} - w^{k-1} \|, \tag{4.50}
\]
and (4.51) that
\[
\lim_{k \to \infty} \| w_k - w^{k-1} \| = 0. \tag{4.52}
\]
So, by Assumption 4.3.3 (b) and \( \bar{w}^k \in \Omega^* \), there exists a constant \( F^* \) such that
\[
L_\beta(\bar{w}^k) = L_\beta(\bar{x}^k, \bar{y}^k, \bar{\lambda}^k) = F(\bar{x}^k, \bar{y}^k) = F^*, \tag{4.53}
\]
for all \( k \) sufficiently large. Now, by our assumption, \( \{ w^k \} \) has a cluster point \( w^* \), i.e., there exists a subsequence \( \{ w^{k_i} \} \) converging to \( w^* \). Then, we have from Theorem 4.3.2 that \( w^* \in \Omega^* \), and in addition, by (4.50), we have
\[
\lim_{i \to \infty} \| w^{k_i} - w^* \| \leq \lim_{i \to \infty} (\| w^{k_i} - w^{k_i} \| + \| w^{k_i} - w^* \|) = 0.
\]
Hence, we have from (4.53), \( w^* \in \Omega^* \) and Assumption 4.3.3 (b) again that \( L_\beta(w^*) = F^* \).

So, by the lower semicontinuity of the function \( L_\beta(\cdot) \), we have
\[
\bar{F}^* = L_\beta(w^*) \leq \lim_{i \to \infty} L_\beta(w^{k_i}) = F^*, \tag{4.54}
\]
where \( F^* = \lim_{k \to \infty} E^k = \lim_{k \to \infty} L_\beta(w^k) \) is given in Theorem 4.3.2.

By the definition of \( L_\beta(x, y, \lambda) \) in (2.28) and the update of \( \lambda^k \) in Algorithm 4.1, we have
\[
L_\beta(\bar{x}^{k-1}, y^k, \lambda^k) - L_\beta(\bar{x}^{k-1}, y^k, \lambda) = \frac{1}{s_\beta}(\lambda - \lambda^k)^T(\lambda^{k-1} - \lambda^k), \tag{4.55}
\]

and

\[
\mathcal{L}_\beta(\tilde{x}^{k-1}, y^k, \lambda) - \mathcal{L}_\beta(\tilde{x}^{k-1}, y, \lambda) = g(y^k) - g(y) + \lambda^T B(y - y^k)
\]

(4.56)

\[+ \frac{\beta}{2} (\| A\tilde{x}^{k-1} + By^k - b \|^2 - \| A\tilde{x}^{k-1} + B y - b \|^2),\]

and

\[
\mathcal{L}_\beta(\tilde{x}^{k-1}, y, \lambda) - \mathcal{L}_\beta(x, y, \lambda) = f(\tilde{x}^{k-1}) - f(x) + \lambda^T A(x - \tilde{x}^{k-1})
\]

(4.57)

\[+ \frac{\beta}{2} (\| A\tilde{x}^{k-1} + By - b \|^2 - \| Ax + B y - b \|^2).\]

Then, by setting \((x, y, \lambda) = \bar{w}^k\) in (4.55), (4.56) and (4.57), for all \(k\) sufficiently large, we have from (4.53) and (4.54) that

\[
\mathcal{L}_\beta(\tilde{x}^{k-1}, y^k, \lambda^k) - F^*
\]

\[\leq \mathcal{L}_\beta(\tilde{x}^{k-1}, y^k, \lambda^k) - \mathcal{F}^* = \mathcal{L}_\beta(\tilde{x}^{k-1}, y^k, \lambda^k) - \mathcal{L}_\beta(\tilde{\lambda}^k, \tilde{\lambda}^k, \lambda^k)
\]

\[\leq \frac{1}{s^\beta} (\lambda^k - \lambda^k)^T (\lambda^k - \lambda^k) + \frac{L}{2} \| \lambda^k - \tilde{\lambda}^{k-1} \|^2
\]

\[+ \frac{1}{2s^\beta} \| d^k \|^2 + g(y^k) - g(\tilde{y}^k) + (B^T \lambda^k, \tilde{y}^k - y^k),\]

(4.58)

where the inequality comes from Lipschitz continuity of \(f\), \(A^T \tilde{x}^k = \nabla f(\tilde{x}^k)\), \(A\tilde{x}^k + B y^k = b\) and \(d^k = -s\beta \tilde{r}^k\). From (4.5), there exists a \(\xi^k_y \in \partial_y \mathcal{L}_\beta(x^{k-1}, y^k, \lambda^{k-1})\), i.e.,

\[
\nu^k := \xi^k_y + B^T \lambda^{k-1} - \beta B^T (Ax^{k-1} + By^k - b) \in \partial g(y^k)
\]

(4.59)

with \(\| \xi^k_y \| \leq c_y \beta \| d^k_y \|^2\). So, we have

\[
\| \nu^k - B^T \tilde{x}^k \| \leq \| \xi^k_y \| + \| B^T (\lambda^{k-1} - \tilde{\lambda}^k) \| + \beta \| B^T (Ax^{k-1} + By^k - b) \|
\]

\[\leq c_y \beta \| d^k_y \|^2 + \| B \| (\| d^k_y \| + \| \lambda^k - \tilde{\lambda}^k \|)
\]

\[+ \beta \| B \| (\| \tilde{r}^k \| + \| A\tilde{d}^{k-1}_x \|).\]

(4.60)
Now, by (4.50), we have \( \lim_{k \to \infty} \| y^k - \bar{y}^k \| = 0 \) and \( \lim_{k \to \infty} \text{dist}(y^k, \Omega^*_y) = 0 \). Hence, it follows from Assumption 4.3.3 (c) that

\[
g(\bar{y}^k) \geq g(y^k) + (\nu^k, \bar{y}^k - y^k) - \sigma \| \bar{y}^k - y^k \|^2
\]

for all \( k \) sufficiently large, where \( \sigma > 0 \) is a constant, which implies

\[
g(y^k) - g(\bar{y}^k) + \langle B^T \lambda^k, \bar{y}^k - y^k \rangle
\]

\[
= g(y^k) - g(\bar{y}^k) + \langle \nu^k, \bar{y}^k - y^k \rangle + \langle B^T \lambda^k - \nu^k, \bar{y}^k - y^k \rangle
\]

\[
\leq \sigma \| \bar{y}^k - y^k \|^2 + \| B^T \lambda^k - \nu^k \| \| \bar{y}^k - y^k \|.
\]

Hence, by (4.58), (4.60), \( \| \bar{x}^k - \bar{x}^{k-1} \|^2 \leq 2(\| \bar{x}^k - x^k \|^2 + \| \tilde{d}_{x}^k \|^2) \) and \( d_{\lambda}^{k-1} = -s\beta \bar{r}^k \), there exist two constants \( c_1 > 0 \) and \( c_2 > 0 \) such that

\[
L_{\beta}(\bar{x}^{k-1}, y^k, \lambda^k) - F^*
\]

\[
\leq \frac{1}{s\beta} (\bar{\lambda} - \lambda^k)^T (\lambda^{k-1} - \lambda^k) + \frac{L}{2} \| \bar{x}^k - \bar{x}^{k-1} \|^2
\]

\[
+ \frac{1}{2s^2\beta} \| d_{\lambda}^{k-1} \|^2 + \sigma \| \bar{y}^k - y^k \|^2 + \| B^T \lambda^k - \nu^k \| \| \bar{y}^k - y^k \|
\]

\[
\leq c_1(\| \tilde{d}_{x}^{k-1} \|^2 + \| d_{y}^{k-1} \|^2 + \| d_{\lambda}^{k-1} \|^2 + \| \tilde{d}_{x}^k \|^2) + c_2 \| w^k - \bar{w}^k \|^2
\]

(4.61)

for all \( k \) sufficiently large, where \( \tilde{d}_{x}^k = x^k - \bar{x}^{k-1} \). By (4.5), (4.7), (4.42), \( d_{\lambda}^{k-1} = -s\beta \bar{r}^k \).
\( \mathbf{r}^k = \mathbf{r}^k + A\mathbf{d}_x^k \), and \( \mathbf{d}_x^{k-1} = \mathbf{d}_x^k + \mathbf{d}_x^{k-1} \), we have

\[
\text{dist}(0, \partial \mathcal{L}_\beta(\mathbf{w}^k)) \\
\leq \| \nabla_x \mathcal{L}_\beta(\mathbf{\tilde{x}}^{k-1}, \mathbf{y}^k, \mathbf{\lambda}^{k-1}) - A^T \mathbf{d}_x^{k-1} \| + \| \nabla f(\mathbf{x}^k) - \nabla f(\mathbf{\tilde{x}}^{k-1}) \| + \| \mathbf{r}^k \| \\
+ \text{dist} \left( B^T (\mathbf{d}_x^{k-1} - \beta A \mathbf{d}_x^{k-1}), \partial_y \mathcal{L}_\beta(\mathbf{x}^{k-1}, \mathbf{y}^k, \mathbf{\lambda}^{k-1}) \right) \\
\leq c_x \beta (\| \mathbf{\tilde{d}}_x^{k-1} \| + \| \mathbf{d}_y^{k-1} \|) + \| A^T \mathbf{d}_x^{k-1} \| + c_y \beta \| \mathbf{d}_y^{k-1} \| + \| B^T (\mathbf{d}_x^{k-1} - \beta A \mathbf{d}_x^{k-1}) \| \\
+ L \| \mathbf{d}_x^k \| + \frac{1}{s \beta} \| \mathbf{d}_x^{k-1} \| + \| A \mathbf{\tilde{d}}_x^k \| \\
\leq c_3 (\| \mathbf{\tilde{d}}_x^{k-1} \| + \| \mathbf{d}_y^{k-1} \| + \| \mathbf{d}_x^{k-1} \| + \| \mathbf{\tilde{d}}_x^k \|),
\]

where \( c_3 = \max \{ (c_x + \| B^T A \|) \beta, (c_x + c_y) \beta, 1/(s \beta) + \| A \| + \| B \|, L + \| A \| + \beta \| B^T A \| \} > 0 \).

So, by Assumption 4.3.3 (a), we have

\[
\| \mathbf{w}^k - \mathbf{\tilde{w}}^k \| = \text{dist}(\mathbf{w}^k, \Omega) \leq \tau \text{dist}(0, \partial \mathcal{L}_\beta(\mathbf{w}^k)) \leq \tau c_3 (\| \mathbf{\tilde{d}}_x^{k-1} \| + \| \mathbf{d}_y^{k-1} \| + \| \mathbf{d}_x^{k-1} \| + \| \mathbf{\tilde{d}}_x^k \|)
\]

for all \( k \) sufficiently large, which together with (4.61) gives

\[
\mathcal{L}_\beta(\mathbf{\tilde{x}}^{k-1}, \mathbf{y}^k, \mathbf{\lambda}^k) - F^* \leq \bar{c} (\| \mathbf{\tilde{d}}_x^{k-1} \|^2 + \| \mathbf{d}_y^{k-1} \|^2 + \| \mathbf{d}_x^{k-1} \|^2 + \| \mathbf{\tilde{d}}_x^k \|^2), \tag{4.62}
\]

where \( \bar{c} = c_1 + 4 c_2 c_3^2 \tau^2 \). Hence, let \( d^k = \| \mathbf{\tilde{d}}_x^k \|^2 + \| \mathbf{d}_y^k \|^2 + \| \mathbf{d}_x^k \|^2 + \| \mathbf{\tilde{d}}_x^k \|^2 \), it follows from the definition of \( E^k \) in (4.26), (4.10) and (4.62) that

\[
E^{k+1} - F^* \leq \mathcal{L}_\beta(\mathbf{\tilde{x}}^{k+1}, \mathbf{y}^{k+1}, \mathbf{\lambda}^{k+1}) - \delta \beta \| \mathbf{x}^{k+1} - \mathbf{\tilde{x}}^k \|^2 - F^* \\
+ \frac{6(1 + \tau) \psi_1(s) c_2^2 \beta}{s \sigma_A} \left( \| \mathbf{\tilde{d}}_x^k \|^2 + \| \mathbf{d}_y^k \|^2 \right) + \frac{(1 + \tau) \psi_2(s)}{s \beta \sigma_A} \| A^T \mathbf{d}_x^k \|^2 \\
\leq \gamma d^k, \tag{4.63}
\]

where \( \gamma = \bar{c} + \max \{ 6(1 + \tau) \psi_1(s) c_2^2 \beta^2, (1 + \tau) \| A \|^2 \psi_2(s) \} / (s \beta \sigma_A) \). Additionally, we have by (4.30), \( D_x \succ 0 \) and \( D_y \succ 0 \) that \( E^k \geq F^* \) and

\[
E^{k+1} \leq E^k - \tau d^k, \tag{4.64}
\]
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where \( \gamma = \min \{ \frac{\tau \beta}{T} \sigma_{D_x}, \frac{\tau \beta}{T} \sigma_{D_y}, \tau, \delta \beta \} > 0 \), \( \sigma_{D_x} > 0 \) and \( \sigma_{D_y} > 0 \) are the smallest eigenvalue of \( D_x \) and \( D_y \), respectively. Thus, by (4.63) and (4.64), for \( k \) sufficiently large, we have
\[
0 \leq E^{k+1} - F^* \leq \theta (E^k - F^*),
\]
where \( \theta = \gamma / (\gamma + \gamma) \in (0, 1) \).

Based on the linear convergence result in the previous theorem, we can establish
the following linear convergence of the iterates \( \{ w^k \} \).

**Theorem 4.3.5.** Suppose the conditions in Theorem 4.3.2 and Assumption 4.3.3 hold. If
the sequence \( \{ w^k \} \) generated by Algorithm 4.1 has one cluster point, then
\( \{ w^k \} \) converges
\( R \)-linearly to a stationary point of problem (4.1).

**Proof.** We have from \( D_x, D_y \succ 0 \), (4.30) and \( E^k \geq F^* \) for all \( k \geq 0 \) that
\[
\| \tilde{d}_x^k \|^2 \leq \frac{2}{\tau \beta \sigma_{D_x}} (E^k - E^{k+1}) \leq M_1 (E^k - F^*),
\]
\[
\| d_y^k \|^2 \leq \frac{2}{\tau \beta \sigma_{D_y}} (E^k - E^{k+1}) \leq M_1 (E^k - F^*),
\]
\[
\| d_\lambda^k \|^2 \leq \frac{s \beta}{\tau} (E^k - E^{k+1}) \leq M_1 (E^k - F^*), \quad \text{and}
\]
\[
\| \tilde{d}_x^{k+1} \|^2 \leq \frac{1}{\delta \beta} (E^k - E^{k+1}) \leq M_1 (E^k - F^*)
\]
(4.65)

where \( M_1 = \max \{ 2/(\tau \beta \sigma_{D_x}), 2/(\tau \beta \sigma_{D_y}), s \beta / \tau, 1/(\delta \beta) \} \). In addition, by Theorem 4.3.4,
there exists a constant \( M_2 > 0 \) such that \( 0 \leq E^k - F^* \leq M_2 \theta^k \) for all \( k \geq 0 \), where
\( \theta \in (0, 1) \) is the constant in (4.49). Hence, it follows from (4.65) that
\[
\| \tilde{d}_x^k \| \leq M q^k, \quad \| d_y^k \| \leq M q^k, \quad \| d_\lambda^k \| \leq M q^k \quad \text{and} \quad \| \tilde{d}_x^{k+1} \| \leq M q^k,
\]
where \( M = \sqrt{M_1 M_2} \) and \( q = \sqrt{\theta} \in (0, 1) \). Therefore, we have
\[
\| w^{k+1} - w^k \|^2 \leq \| \tilde{d}_x^k \| + \| \tilde{d}_x^{k+1} \| + \| d_y^k \| + \| d_\lambda^k \| \leq 4 M q^k.
\]
Then, for any $m_2 > m_1 \geq 1$, we have
\[
\|w^{m_2} - w^{m_1}\| \leq \sum_{k=m_1}^{m_2-1} \|w^{k+1} - w^k\| \leq \frac{4M}{1-q} q^{m_1},
\]
which implies the sequence \(\{w^k\}\) is a Cauchy sequence and hence convergent. Suppose \(\{w^k\}\) converges to \(w^*\). Letting $m_2 \to \infty$ in the above inequality, we have
\[
\|w^* - w^{m_1}\| \leq \frac{4M}{1-q} q^{m_1},
\]
which shows \(\{w^k\}\) converges $R$-linearly to \(w^*\). Finally, Theorem 4.3.2 ensures \(w^*\) is a stationary point of (4.1).

4.4. Inexact Subproblem Solution

Depending on various (e.g., smooth, convex or sparse) properties of the function $g$, one can design different algorithms to solve the $y$-subproblem (4.2) inexact to find $y^{k+1}$ satisfying the conditions (4.4) and (4.5). Here, in this subsection, we just propose a generalized accelerated gradient method to find an inexact solution satisfying (4.6) and (4.7) of the $x$-subproblem. Note that the $x$-subproblem (4.3) is equivalent to
\[
\min_{x \in \mathbb{R}^{nx}} \Phi^k(x) := f(x) + \frac{\beta}{2} \|x - x^k\|_{D_k}^2 + x^T p^k + \frac{\beta}{2} \|x - x^k\|_{A^TA}^2,
\]
where $p^k = -A^T [\lambda^k - \beta (A x^k + B y^{k+1} - b)]$, $\phi^k(x) = x^T p^k + \frac{\beta}{2} \|x - x^k\|_{A^TA}^2$ and
\[
h^k(x) = f(x) + \frac{\beta}{2} \|x - x^k\|_{D_k}^2. \tag{4.67}
\]

We also need the following assumptions in the subsection.

**Assumption 4.4.1.** (a) The optimal value of $x$-subproblem is bounded from below, i.e.,
\[
\Phi^* = \min_{x \in \mathbb{R}^{nx}} \Phi^k(x) > -\infty, \text{ where the function } \Phi^k \text{ is defined in (4.66)}.
\]
(b) There exist constants $L_1 > 0$ and $L_2 > 0$ such that for any $z_1, z_2 \in \mathbb{R}^{n_x}$, it holds

$$-\frac{L_1}{2} \| z_1 - z_2 \|^2 \leq f(z_2) - f(z_1) - \langle \nabla f(z_1), z_2 - z_1 \rangle \leq \frac{L_2}{2} \| z_1 - z_2 \|^2.$$ 

Obviously, we have $\max\{L_1, L_2\} \leq L$ by (4.12).

**Assumption 4.4.2.** We assume the proximal matrix $D^k_x$ chosen in the $x$-subproblem is positive definite and upper bounded, i.e.,

$$\eta I \preceq D^k_x \preceq \eta I \quad \text{for some } \eta \geq \eta > 0. \quad (4.68)$$

Under Assumptions 4.4.1 and 4.4.2, it follows from the definition $h^k$ in (4.67) that

$$-\frac{\mu}{2} \| z_1 - z_2 \|^2 \leq h^k(z_2) - h^k(z_1) - \langle \nabla h^k(z_1), z_2 - z_1 \rangle \leq \frac{\Lambda}{2} \| z_1 - z_2 \|^2 \quad (4.69)$$

for any $z_1, z_2 \in \mathbb{R}^{n_x}$, where $\mu = \max\{L_1 - \beta \eta, 0\}$ and $\Lambda = L_2 + \beta \eta$.

Since we focus on solving the $x$-subproblem where the outer iteration number $k$ is fixed, for the simplicity of notation, in the following of this subsection we simply write $\Phi, h, \phi$ and $\Lambda$ for $\Phi^k, h^k, \phi^k$ and $\Lambda^k$, respectively. Then, our algorithm for solving (4.66) is described in Algorithm 4.2, which is a generalization of the accelerated gradient method proposed in [65] for solving convex subproblems of ADMM to the case when $f$ is not necessarily convex.

**Theorem 4.4.1.** Suppose Assumptions 4.4.1 and 4.4.2 hold. Then, for the sequence $\{x_t\}$ generated by Algorithm 4.2, we have

$$\lim_{t \to \infty} \| \nabla \Phi(x_t) \| = \lim_{t \to \infty} \| \nabla \Phi(\tilde{x}_t) \| = 0. \quad (4.70)$$

**Proof.** First, apparently, by the definitions in (4.69), we have $\Lambda > \mu \geq 0$ since $\eta > 0$.

When $\mu = 0$, we have $h$ is a convex function, and it follows from Algorithm 4.2 that $\tau = 0$.
Initialization: Choose $\Theta > \Lambda$; Set $\hat{x}_1 = x^k$ and $\tau = 1 - \sqrt{\frac{\Theta - \mu}{\Theta + \mu}}$.

For $t = 1, 2, 3, \ldots$
- Set $\beta_t = \max\{\beta_t^*, \tau\}$, where $\beta_t^* = 2/(t + 1)$.
- $\hat{x}_t = \beta_t \hat{x}_t + (1 - \beta_t)x_t$.
- Set $\gamma_t = \beta_t \Theta(t + 1)/t$.
- $\hat{x}_{t+1} = \arg\min \left\{ \langle \nabla h(\hat{x}_t), x \rangle + \frac{\gamma_t}{2} \|x - \hat{x}_t\|^2 + \phi(x) \right\}$.
- $x_{t+1} = \beta_t \hat{x}_{t+1} + (1 - \beta_t)x_t$.

Algorithm 4.2. A generalized accelerated gradient method (G-AGM) for solving $x$-subproblem

and $\beta_t = \beta_t^*$ for all $t \geq 1$. In this case, Algorithm 4.2 reduces to a standard accelerated gradient method (see algorithms developed in [65, 66]) for solving convex composite optimization which guarantees $\lim_{t \to \infty} \Phi(x_t) = \lim_{t \to \infty} \Phi(\hat{x}_t) = \Phi^* > -\infty$. Hence, (4.70) holds.

In the following, we discuss the convergence of Algorithm 4.2 when $\mu > 0$. From the updates of $x_{t+1}$ and $\hat{x}_t$, we have

$$\beta_t (\hat{x}_{t+1} - \hat{x}_t) + (1 - \beta_t)(x_t - \hat{x}_t) = x_{t+1} - \hat{x}_t = \beta_t s_t, \quad (4.71)$$

where $s_t = \hat{x}_{t+1} - \hat{x}_t$. Then, by (4.69) and (4.71), the following relations hold

$$h(x_{t+1}) \leq h(\hat{x}_t) + \langle \nabla h(\hat{x}_t), x_{t+1} - \hat{x}_t \rangle + \frac{\Lambda}{2} \|x_{t+1} - \hat{x}_t\|^2$$

$$= h(\hat{x}_t) + \langle \nabla h(\hat{x}_t), x_t - \hat{x}_t \rangle + \langle \nabla h(\hat{x}_t), x_{t+1} - x_t \rangle + \frac{\Lambda \beta_t^2}{2} \|s_t\|^2$$

$$\leq h(x_t) + \frac{\mu}{2} \|x_t - \hat{x}_t\|^2 + \langle \nabla h(\hat{x}_t), x_{t+1} - x_t \rangle + \frac{\Lambda \beta_t^2}{2} \|s_t\|^2. \quad (4.72)$$

Furthermore, by (4.71), (4.72), $x_{t+1} = \beta_t \hat{x}_{t+1} + (1 - \beta_t)x_t$ and the convexity of function $\phi$,
we have
\[
\Phi(x_{t+1}) = h(x_{t+1}) + \phi(x_{t+1})
\]
\[
\leq \beta_t \left[ h(x_t) + \langle \nabla h(\tilde{x}_t), \tilde{x}_{t+1} - x_t \rangle + \phi(\tilde{x}_{t+1}) \right] + (1 - \beta_t) \left[ h(x_t) + \phi(x_t) \right]
\]
\[
+ \frac{\mu}{2} \| x_t - \tilde{x}_t \|^2 + \frac{\Lambda \beta_t^2}{2} \| s_t \|^2
\]
\[
= \beta_t \left[ h(x_t) + \langle \nabla h(\tilde{x}_t), \tilde{x}_{t+1} - x_t \rangle + \frac{\gamma_t}{2} \| s_t \|^2 + \phi(\tilde{x}_{t+1}) \right]
\]
\[
+(1 - \beta_t) \Phi(x_t) + \frac{\mu}{2} \| x_t - \tilde{x}_t \|^2 + \frac{\Lambda \beta_t^2 - \gamma_t \beta_t}{2} \| s_t \|^2.
\] (4.73)

Now, it follows from
\[
\tilde{x}_{t+1} = \arg \min \left\{ \langle \nabla h(\tilde{x}_t), x \rangle + \frac{\gamma_t}{2} \| x - \tilde{x}_t \|^2 + \phi(x) \right\},
\] (4.74)
and \( s_t = \tilde{x}_{t+1} - \tilde{x}_t \) that
\[
\langle \nabla h(\tilde{x}_t), \tilde{x}_{t+1} - x_t \rangle + \frac{\gamma_t}{2} \| s_t \|^2 + \phi(\tilde{x}_{t+1})
\]
\[
\leq \frac{\gamma_t}{2} \left( \| x_t - \tilde{x}_t \|^2 - \| x_t - \tilde{x}_{t+1} \|^2 \right) + \phi(x_t) - \frac{1}{2} \| x_t - \tilde{x}_{t+1} \|^2_M,
\] (4.75)
where \( M = \beta A^T A \), and
\[
\nabla h(\tilde{x}_t) + \gamma_t s_t + \nabla \phi(\tilde{x}_{t+1}) = 0.
\] (4.76)

By (4.73) and (4.75), we have
\[
\Phi(x_{t+1}) \leq \beta_t \left[ h(x_t) + \frac{\gamma_t}{2} \left( \| x_t - \tilde{x}_t \|^2 - \| x_t - \tilde{x}_{t+1} \|^2 \right) + \phi(x_t) - \frac{1}{2} \| x_t - \tilde{x}_{t+1} \|^2_M \right]
\]
\[
+(1 - \beta_t) \Phi(x_t) + \frac{\mu}{2} \| x_t - \tilde{x}_t \|^2 + \frac{\Lambda \beta_t^2 - \gamma_t \beta_t}{2} \| s_t \|^2
\]
\[
\leq \Phi(x_t) + \frac{\mu}{2} \| x_t - \tilde{x}_t \|^2 + \frac{\beta_t \gamma_t}{2} \left( \| x_t - \tilde{x}_t \|^2 - \| x_t - \tilde{x}_{t+1} \|^2 \right)
\]
\[
- \frac{\beta_t}{2} \| x_t - \tilde{x}_{t+1} \|^2_M - \frac{(\Theta - \Lambda) \beta_t^2}{2} \| s_t \|^2,
\] (4.77)
where the last inequality follows from
\[
\gamma_t \beta_t - \Lambda \beta_t^2 = \beta_t^2 \Theta (t + 1)/t - \Lambda \beta_t^2 \geq (\Theta - \Lambda) \beta_t^2.
\]
Now, note that
\[ \dot{x}_t - x_t = \frac{1}{\beta_t} (\hat{x}_t - x_t) \quad \text{and} \quad \dot{x}_{t+1} - x_t = \frac{1}{\beta_t} (x_{t+1} - x_t). \quad (4.78) \]

Then, we have from (4.77) that
\[
\Phi(x_{t+1}) \leq \Phi(x_t) + \frac{\mu + \gamma_t/\beta_t}{2} \|x_t - \hat{x}_t\|^2 - \frac{\gamma_t/\beta_t}{2} \|x_{t+1} - x_t\|^2 \\
- \frac{\beta_t}{2} \|\dot{x}_{t+1} - x_t\|_M^2 - \frac{(\Theta - \Lambda)\beta_t^2}{2} \|s_t\|^2.
\quad (4.79)
\]

For \( t \geq 2 \), by (4.78), we obtain
\[
\hat{x}_t - x_t = \beta_t (\dot{x}_t - x_t) = \beta_t (\dot{x}_t - x_{t-1} + x_{t-1} - x_t) \\
= \beta_t \left( \frac{1}{\beta_{t-1}} (x_t - x_{t-1}) + x_{t-1} - x_t \right) \\
= \theta_t (x_t - x_{t-1}),
\quad (4.80)
\]

where \( \theta_t = \frac{\beta_t}{\beta_{t-1}} (1 - \beta_{t-1}) \). In addition, by defining \( \beta_0 = 1 \) and \( x_0 = x_1 \), we can see (4.80) holds for all \( t \geq 1 \). Hence, for \( t \geq 1 \) it follows from (4.79) that
\[
\Phi(x_{t+1}) \leq \Phi(x_t) + \frac{\gamma_t/\beta_t + \mu}{2} \|x_t - \hat{x}_t\|^2 - \frac{\gamma_t/\beta_t}{2} \|x_{t+1} - x_t\|^2 \\
- \frac{\beta_t}{2} \|\dot{x}_{t+1} - x_t\|_M^2 - \frac{(\Theta - \Lambda)\beta_t^2}{2} \|s_t\|^2.
\quad (4.81)
\]

Since \( \gamma_t/\beta_t = \Theta(t+1)/t \), we have
\[ \gamma_t/\beta_t - \gamma_{t+1}/\beta_{t+1} = \Theta/(t^2 + t) > 0. \]

So, we have from (4.81) that
\[
\Phi(x_{t+1}) + \frac{\eta_{t+1}}{2} \|x_{t+1} - x_t\|^2 \\
\leq \Phi(x_t) + \frac{\eta_t}{2} \|x_t - x_{t-1}\|^2 - \frac{\gamma_{t+1}/\beta_{t+1} - \eta_{t+1}}{2} \|x_{t+1} - x_t\|^2 \\
- \frac{\beta_t}{2} \|\dot{x}_{t+1} - x_t\|_M^2 - \frac{(\Theta - \Lambda)\beta_t^2}{2} \|s_t\|^2.
\quad (4.82)
where ηₜ = (γₜ/βₜ + μ)θ₂ₜ.

Now, by the choice of βₜ in Algorithm 4.2 and μ > 0, we have

\[ \beta_t = \max\{\bar{\beta}_t, \tau\}, \tag{4.83} \]

where \( \tau = 1 - \sqrt{(\Theta - \mu)/(\Theta + \mu)} > 0 \). So, for all \( t \geq 1 \), we have \( \beta_t/\beta_{t-1} \leq 1 \) and

\[ \theta_t = \beta_t/\beta_{t-1}(1 - \beta_{t-1}) \leq 1 - \beta_{t-1} \leq \sqrt{(\Theta - \mu)/(\Theta + \mu)} < 1. \tag{4.84} \]

Then, by (4.84) and \( \gamma_t/\beta_t = \Theta(t + 1)/t > \Theta \), for all \( t \geq 1 \), we have

\[ \gamma_t/\beta_t - \eta_t = \gamma_t/\beta_t - (\gamma_t/\beta_t + \mu)\theta^2_t = \gamma_t/\beta_t(1 - \theta^2_t) - \mu\theta^2_t \]
\[ \geq \Theta(1 - \theta^2_t) - \mu\theta^2_t = \Theta - (\Theta + \mu)\theta^2_t \geq \Theta - (\Theta + \mu)\frac{\Theta - \mu}{\Theta + \mu} = \mu. \tag{4.85} \]

Hence, it follows from (4.82), (4.83) and (4.85) that

\[ \Phi(x_{t+1}) + \frac{\eta_{t+1}}{2}\|x_{t+1} - x_t\|^2 \]
\[ \leq \Phi(x_t) + \frac{\eta_t}{2}\|x_t - x_{t-1}\|^2 - \frac{\mu}{2}\|x_{t+1} - x_t\|^2 \]
\[ - \frac{\beta_t}{2}\|\hat{x}_{t+1} - x_t\|^2_{\mathcal{M}} - \frac{(\Theta - \Lambda)\tau^2}{2}\|s_t\|^2 \tag{4.86} \]

for all \( t \geq 1 \). Since \( \Phi(x) \) is bounded from below by Assumption 4.4.1, we can obtain from (4.86), \( \mu > 0 \), \( \tau > 0 \) and \( \Theta > \Lambda \) that

\[ \sum_{t=1}^{\infty}\|x_t - x_{t-1}\|^2 < \infty \quad \text{and} \quad \sum_{t=1}^{\infty}\|\hat{x}_{t+1} - \hat{x}_t\|^2 = \sum_{t=t_0}^{\infty}\|s_t\|^2 < \infty, \]

which implies

\[ \lim_{t \to \infty}\|x_{t+1} - x_t\| = 0 \quad \text{and} \quad \lim_{t \to \infty}\|\hat{x}_{t+1} - \hat{x}_t\| = 0. \tag{4.87} \]

Since \( x_{t+1} - \hat{x}_t = \beta_t(\hat{x}_{t+1} - \hat{x}_t) \), we have from (4.87) that \( \lim_{t \to \infty}\|x_t - \hat{x}_t\| = 0 \). Then, we have from (4.78) that

\[ \lim_{t \to \infty}\|\hat{x}_t - x_t\| \leq 1/\tau \lim_{t \to \infty}\|\hat{x}_t - x_t\| = 0. \tag{4.88} \]
Therefore, (4.70) follows from (4.76), (4.87), (4.88) and the Lipschitz continuity of $\nabla f$ and $\nabla \phi$.

By Theorem 4.4.1, any cluster point of $\{x_t\}$ will be a stationary point of the $x$-subproblem (4.66). Now suppose $\lim\inf_{t \to \infty} \|x_t - x^k\| > 0$. Otherwise, $x^k$ is a stationary point of the $x$-subproblem. We discuss the iterates $\{x_t\}$ generated by Algorithm 4.2 will essentially satisfy conditions (4.6) and (4.7). First, by $\nabla \Phi(x) = \nabla_x L_\beta(x, y^{k+1}, \lambda^k) + \beta D^k_x (x - x^k)$ and $\lim_{t \to \infty} \nabla \Phi(x_t) = 0$, the condition (4.7) will be satisfied by setting $\tilde{x}^k = x_t$ for any $c_x > \eta$ and all $t$ sufficiently large. Second, since $x_0 = x_1 = x^k$, we have from (4.82) that

$$\Phi(\tilde{x}^k) = \Phi(x_t) \leq \Phi(x_1) = \Phi(x^k)$$

for $t \geq 1$. Note that $\Phi(\tilde{x}^k) \leq \Phi(x^k)$ is equivalent to

$$\frac{\beta}{2} \|\tilde{x}^k - x^k\|^2_{D^k_x} + L_\beta(\tilde{x}^k, y^{k+1}, \lambda^k) \leq L_\beta(x^k, y^{k+1}, \lambda^k).$$

So, with the choice of $D^k_x$ satisfying condition (4.68), the condition (4.6) holds with $D_x = \eta I$ by setting $\tilde{x}^k = x_t$ for all $t \geq 1$.

4.5. Numerical Experiments

In this section, we evaluate the performance of Algorithm 4.1 on numerical experiments. The convergence results require that the parameters in Algorithm 4.1 are chosen such that (4.28) and (4.29) hold and $\{E^k\}$ or $\{\tilde{E}^k\}$ defined in (4.26) are bounded from below. However, the condition (4.28) depends on the Lipschitz constant $L$, which is usually unknown for general nonlinear function $f$ and a poor estimate of its value may severely deteriorate the algorithm performance. Fortunately, a closer inspection on the convergence
proof (see inequality (4.25)) reveals that the convergence results still hold as long as
\[ \| \nabla f(\hat{x}^k) - \nabla f(x^k) \| \leq L \| \hat{x}^k - x^k \| \] (4.90)
holds for all \( k \) sufficiently large. Here, \( L \) may be some constant smaller than the true Lipschitz constant. Hence, in numerical experiments, we gradually estimate the Lipschitz constant by starting with some \( L^0 > 0 \) and for \( k = 0, 1, \ldots \), update \( L^k \) as
\[ L^{k+1} = \begin{cases} \rho L^k, & \text{if } \| \nabla f(\hat{x}^k) - \nabla f(x^k) \| > L^k \| \hat{x}^k - x^k \|, \\ L^k, & \text{otherwise}, \end{cases} \] (4.91)
where \( \rho > 1 \) is some parameter. Since \( \nabla f \) is Lipschitz continuous, we see that \( L^k \) can only be increased finite number of times. Hence, \( L^k \) will remain as a constant \( L \) such that (4.90) holds for all \( k \) sufficiently large. Under the above choice of \( L^k \), we dynamically update \( \beta \) by \( \beta^k = L^k/c_\beta \) at the \( k \)-th iteration for some \( c_\beta \in (0, 1) \). We require that \( L^0 \) and \( c_\beta \) are chosen such that for all \( \beta \geq \beta^0 = L^0/c_\beta \), the functions \( \mathcal{L}^k_x(\cdot) \) and \( \mathcal{L}^k_y(\cdot) \) are bounded from below and (4.45) holds with \( \beta = \beta^0 \). Hence, we can always solve the subproblems inexactly as required by Algorithm 4.1, and \( \{ E^k \} \) (also \( \{ \hat{E}^k \} \)) will be bounded from below by Theorem 4.3.3. So, to ensure global convergence, by Theorem 4.3.2 and the above setting, we only need to require \( c_\beta \) and the parameters in Algorithm 4.1 are chosen such that
\[ \frac{\varphi(\tau)}{2} \mathcal{D}^k_x - \frac{\psi_1(s)[2(c_\beta + c_x)^2 + 6c_x^2]}{s\sigma_A} I \succeq 0 \quad \text{and} \quad \frac{\varphi(\tau)}{24} \mathcal{D}^k_y - \frac{\psi_1(s)c_x^2}{s\sigma_A} I \succeq 0 \] (4.92)
for some \( \tau \in (0, 1) \), where \( \varphi(\tau) = (1 - \tau)/(1 + \tau) \). In our numerical experiments, the parameters are chosen as
\[ c_\beta = c_x = \frac{1}{13}, \quad \mathcal{D}^k_x = \mathcal{D}^k_y = \frac{1}{6} I, \quad s = 1, \quad \rho = 1.01, \quad \eta = 1.2, \quad \text{and} \quad \delta = 0.1. \]
The above choices of parameters satisfy condition (4.92) with $\tau$ sufficiently small in $(0, 1)$, since $\sigma_A = 1$ in our experiments.

4.5.1. The SCAD Penalty Problem

Recall the following smoothly clipped absolute deviation (SCAD) penalty problem:

$$\min_{x \in \mathbb{R}^n} F(x) := \frac{1}{2} \| Hx - u \|^2 + \sum_{i=1}^{n} p_\kappa(|x_i|),$$

where $H \in \mathbb{R}^{m \times n}$, $u \in \mathbb{R}^m$ and the nonconvex SCAD penalty $p_\kappa(\cdot)$ is defined as

$$p_\kappa(\theta) := \begin{cases} \kappa \theta, & \theta \leq \kappa, \\ \frac{-\theta^2 + 2c\kappa \theta - \kappa^2}{2(c-1)}, & \kappa < \theta \leq c\kappa, \\ \frac{(c+1)\kappa^2}{2}, & \theta > c\kappa, \end{cases}$$

with $c > 2$ and $\kappa > 0$ being the knots of the quadratic spline function. Clearly, the above problem can be reformulated as a special case of (4.1):

$$\min_{x \in \mathbb{R}^n} \frac{1}{2} \| Hx - u \|^2 + \sum_{i=1}^{n} p_\kappa(|y_i|)$$

s.t. $x - y = 0$.

Then, (4.94) is in the form of (4.1) as $f(x) = \frac{1}{2} \| Hx - u \|^2$, $g(y) = \sum_{i=1}^{n} p_\kappa(|y_i|)$, $A = I$, $B = -I$ and $b = 0$. Applying I-ADMM in Algorithm 4.1 and G-AGM in Algorithm 4.2 with $D_k^y = \eta_y I$ and $D_k^x = \eta_x I$, we have the following updates:

$$y^{k+1} = \arg \min_{y \in \mathbb{R}^n} \left\{ \sum_{i=1}^{n} p_\kappa(|y_i|) + \frac{(1+\eta_y)\beta}{2} \left\| y - \frac{x^k + \eta_y y^k - \lambda^k}{1+\eta_y} \right\|^2 \right\},$$

$$\tilde{x}_{t+1} = \frac{1}{\gamma_t + \beta} \left[ \lambda^k + \beta(\eta_k x^k + y^{k+1}) - (H^TH + \beta\eta_k I)\tilde{x}_t + \gamma_t \tilde{x}_t + H^Tu \right],$$

where the $y$-subproblem has closed form solution as we mentioned in Chapter 3.

We choose $L^0 = 1$ in this experiment, since the function $f$ here is nonnegative. We compare I-ADMM with several algorithms for solving the SCAD penalty problem, which are NL-ADMM [107], P-ADMM [86], BP-ADMM (Algorithm 2, [14]).
Figure 4.1. Comparison of state-of-the-art algorithms for the SCAD penalty problem
S-ADMM [79] and IBG-ADMM [129], where

- NL-ADMM uses the tuned value $\beta = 300$ and $s = 1.6$ as the dual stepsize;
- P-ADMM uses $\beta = 5.1L$ as the penalty value according to [86, Example 1];
- BP-ADMM uses $t_k = \beta$ which is 1.2 times the maximal value satisfying the involved conditions (14) and (15) in [14] (also see [14, Assumption 1]);
- S-ADMM uses the tuned stepsizes $(\alpha, \theta) = (0.05, 1.2)$ and the penalty parameter is chosen to be larger than the maximal eigenvalue of the involved quadratic function (see [79, Assumption 3.1]);
- IBG-ADMM [129] solves (4.94) by introducing variable $y = Hx - u$ (see [129, Section 4.2] for more details on the implementation and parameter settings).

Same as those used in [129], the parameters in function $p_\kappa$ is set as $(c, \kappa) = (3.7, 0.1)$. We first generate a matrix $H$ with each component $H_{ij} \sim \mathcal{N}(0, 1)$. We then normalize each column of $H$ and take it as $H$. We take $x^* \in \mathbb{R}^m$ to be a random sparse vector with the density $100/n$ and then set $u = Hx^* + \varepsilon$, where $\varepsilon \sim \mathcal{N}(0, 100/n)$. The following optimality error $\text{Opt}(k) = \max \{\|x^k - y^k\|, \|H^T(Hx^k - u) - \lambda^k\|\}$ is used for the iterates generated by algorithms except IBG-ADMM, while for IBG-ADMM, we have $\text{Opt}(k) = \max \{\|Hx^k - y^k - u\|, \|y^k + \lambda^k\|\}$ since it solves problem (4.94) in a different format.

Figure 4.1 presents the convergence curves of $|F(x^k) - F_{\min}|/|F_{\min}|$ and $\text{Opt}(k)$ versus CPU time, where $F_{\min}$ is the minimum of the objective values obtained by all the comparison algorithms. We can see from Figure 4.1 that I-ADMM performs significantly better than other comparison algorithms in terms of the running time to a certain accuracy.
I-ADMM can always obtain an objective function value with higher accuracy and smaller optimality error $\text{Opt}(k)$. This efficiency is contributed by the adaptive inexact subproblem solution, the expansion linesearch step and the adaptive way for updating the Lipschitz constant in (4.91).

4.5.2. The Nonconvex Quadratic Programming Problem

In this subsection, we consider the following nonconvex quadratic programming (NQP) problem

\[
\min_{x \in \mathbb{R}^n} \frac{1}{2} x^T G x - g^T x \quad (4.95)
\]

s.t. $v \leq Ax \leq u,$

where $G \in \mathbb{R}^{n \times n}$ is symmetric but may not be positive semidefinite, $A \in \mathbb{R}^{m \times n}$, $g \in \mathbb{R}^n$ and $u, v \in \mathbb{R}^m$. When $A = I$, the problem (4.95) will be reduced to a bound constrained quadratic programming problem, which already has many applications. Note that since efficient projection on the feasible set of (4.95), which is a polyhedral, is in general non-trivial.

The problem (4.95) can be also rewritten in the format of (4.1) as

\[
\min_{(x,y) \in \mathbb{R}^n \times \mathbb{R}^m} \frac{1}{2} x^T G x - g^T x + \delta_C(y) \quad \text{subject to} \quad Ax = y, \quad (4.96)
\]

where $\delta_C$ is the indicator function of the set $C = \{y \in \mathbb{R}^m : v \leq y \leq u\}$. Applying I-ADMM in Algorithm 4.1 and G-AGM in Algorithm 4.2 to the problem (4.96) with $D^k_y = \eta_y I$ and $D^k_x = \eta_x I$ involves solving the following subproblems:

\[
y^{k+1} = \arg \min_{y \in \mathbb{R}^n} \delta_C(y) + \frac{(1 + \eta_y)\beta}{2} \|y - q\|^2 \quad \text{and} \quad \left(\frac{\gamma_t}{\beta} I + A^T A\right)\hat{x}_{t+1} = b,
\]

where $q := \frac{Ax^k + \eta_x x^k - \lambda^k / \beta}{1 + \eta_y}$ and $b := \frac{1}{\beta} A^T \lambda^k + \eta_x x^k + A^T y^{k+1} - (\eta_x I + \frac{1}{\beta} G)\hat{x}_t + \frac{1}{\beta}(\gamma_t \hat{x}_t + g)$. 

105
Figure 4.2. Comparison of different algorithms for solving the NQP problem.
Observe that both of the above subproblems admit closed form solutions. And when \( m \ll n \), the Sherman-Morrison-Woodbury Formula should be used to solve \( \tilde{x}_{t+1} \) as

\[
\tilde{x}_{t+1} = \frac{\beta}{\gamma_t} b - \frac{\beta^2}{\gamma_t^2} A^T \left( I + \frac{\beta}{\gamma_t} AA^T \right)^{-1} Ab.
\]

In our numerical experiments, \( A \) is always generated to be an orthogonal matrix, i.e., \( A^T A = I \). Note that even for \( A \) being an orthogonal matrix, projection on the feasible set of problem (4.95) is in general still nontrivial. Then we randomly generate a matrix \( U \) with entries from standard normal distribution and make an orthogonal matrix \( A \) where the columns are orthogonal and spanned by the columns of \( U \). The initialization of \( G \) and \( g \) is the same as that in the numerical experiments in Chapter 3. The vector \( u \) is set to \( 10 \ast e \) where \( e \) is a all-one vector and the elements in \( v \) are all zero. To ensure the \( x \)-subproblem is bounded below, we set \( L^0 = 2 \min \{ \lambda_{\min}(G), 0 \} + 1 \), where \( \lambda_{\min}(G) \) is the smallest eigenvalue of \( G \).

We compare I-ADMM with the aforementioned algorithms P-ADMM, BP-ADMM and S-ADMM. The rest two algorithms IBG-ADMM and NL-ADMM are not presented since their performance is much worse on solving this problem. We plot both \( |F(x^k) - F_{\text{min}}|/|F_{\text{min}}| \) and \( \text{Opt}(k) \), which is given by \( \text{Opt}(k) = \max \{ \| Ax^k - y^k \|, \| Gx^k - g - A^T \lambda^k \| \} \), against the CPU time in Figure 4.2 for \( n \) belonging to \{2000, 4000, 6000, 8000, 10000\}, where \( F_{\text{min}} \) denotes the minimum of the objective values obtained by the four algorithms. From Figure 4.2, we can see that I-ADMM converges much faster and obtains a solution with higher accuracy than other algorithms under the same CPU time budget.
Chapter 5. Conclusion

In this chapter, we first summarize the proposed algorithms, the unified proximal gradient method with extrapolation (UPG) and the inexact alternating direction method of multipliers (I-ADMM), and add some remarks on the relationship between the two types of the problems that UPG and I-ADMM solve. Then, we present the work that might be of interests in future.

The goal of UPG is to solve nonconvex and nonsmooth composite optimization problems, where the objective function is the sum of two components. One of the components is smooth but possibly nonconvex and the other one is convex but can be nonsmooth. UPG exploits an extrapolation step where extrapolation parameter is estimated by a linesearch technique to accelerate convergence. The algorithm obtains the optimal convergence rate for the convex case and a linear convergence rate when the problem is nonconvex under additional proper assumptions. Furthermore, a stochastic generalization of the method is proposed to solve nonconvex composite optimization problems where a component in the objective is an averaged finite sum. Numerical examples demonstrate the efficiency of both methods.

I-ADMM solves separable nonconvex and nonsmooth optimization problems with linear equality constraints. Though the objective function is also given by the summation of two parts, the two functions in the objective can be both nonconvex with one of which being nonsmooth. I-ADMM solves each subproblem inexactly to an adaptive accuracy and allows a larger range of dual stepsize. Global convergence and a linear convergence rate of I-ADMM are established under proper assumptions. In addition, a generalized accelerated gradient method is proposed to solve the smooth but possibly nonconvex subproblem.
By allowing adaptive inexact subproblem solutions, the expansion linesearch step and the adaptive way of updating the Lipschitz constant, I-ADMM performs significantly better than other state-of-the-art ADMM algorithms as shown in numerical experiments.

If we take a close look at the problems UPG and I-ADMM handle, it is interesting to observe that these two types of problems are in fact interchangeable under some conditions. If we introduce a variable $y$ and replace $x$ by $y$ in the function $p$ of problem (3.1), i.e., the one that UPG solves, add an indicator function $\delta_{\mathcal{X}}(y)$ in the objective function for the constraint $x \in \mathcal{X}$ and an equality constraint $x = y$, then problem (3.1) is converted to the form of problem (4.1) with $g(y) = p(y) + \delta_{\mathcal{X}}(y)$ being convex, $A = I$, $B = -I$, and $b = 0$. For the other direction, namely, transforming problem (4.1) to the form of problem (3.1), we have to restrict $g$ in (4.1) to be convex as it is required in problem (3.1) and require the linear equality constraints have some special form, for example, $A = B = 0$, $b = 0$, and $\mathcal{X} = \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : x = y\}$ or $A = I$, $B = -I$, $b = 0$, and $\mathcal{X} = \mathbb{R}^n$. Therefore, problem (3.1) can be viewed as a special case of (4.1) and I-ADMM has a more general frame. Hence, given an optimization problem that meets the settings of both UPG and I-ADMM, UPG is preferred if we can find explicit solutions of the proximal subproblems in UPG, in other words, $p$ has the structure such that the proximal subproblem is easy to solve. Otherwise, I-ADMM should be chosen. Obviously if there is no convexity specified for any part of the objective function, I-ADMM is supposed to be applied since UPG requires $p$ is convex.

On the other hand, there are possible extensions of our current work and interesting topics for future research. As we mentioned previously, although numerical examples are conducted to show the possible practical applications of SUPG, we are unable to pro-
vide the convergence results and convergence rate at the moment. So, this will be a continuous work in future. In the experiments, we compare SUPG with prox-SVRG, another potential research is to implement the experiments with more state-of-the-art algorithms, for example, the accelerated mini-batch proximal gradient method with variance reduction in [104]. Note that we require part of the objective function, $p(x)$, is convex for UPG, an extension of UPG could be made to solve composite problems when $p(x)$ is nonconvex, in other words, there is no convexity required for any component in the objective function. Results for similar idea can be found in [87]. Another possibility is to extend I-ADMM to multi-block case as successful generalizations of ADMM have been presented for both convex and nonconvex cases, e.g., in [89, 35, 90, 119, 134, 63]. Additionally, generalizing I-ADMM to solve stochastic optimization problems could be an interesting topic as well, since in this way, the method could further improve the convergence speed with stochastic gradients. However, it might be complicated because we have to take into account the divergence brought by inexact solutions and not using full gradients. The variance reduced step and carefully choosing mini-batch size could be helpful to avoid the situation that the stochastic gradients are far away from the gradients in the deterministic case. Some recent results can be found in [91, 3, 92]. Additionally, when solutions with very high accuracy are required, methods only involving first-order information might get very slow at the last stage. Then a possible work to handle this issue is to combine these methods with second-order techniques to accelerate the convergence, e.g., semi-smooth Newton’s method.

Extrapolation is a useful strategy for accelerating convergence of vector sequences, which has been widely used in optimization methods. As one may notice, an extrapolation step, which is a linear combination of the iterates from the past iteration, is applied in
both proposed algorithms to accelerate convergence. The extrapolation parameter is adaptively selected by some linesearch technique. In fact, there is one extrapolation method called nonlinear extrapolation introduced in [33] for unconstrained quadratic minimization, where the core idea is to find a linear combination of all past iterates to minimize the square of the norm of the gradient at the extrapolated point by using the iterates and the corresponding gradients generated by first-order methods. The mechanism behind it is that, if the function is differentiable, the gradient norm at a local minimizer equals zero. The nonlinearity comes from the fact that the coefficients in the linear combination actually depend nonlinearly on the gradient at the extrapolated point. This method could be a potential way to implement extrapolation in optimization methods as it finds an optimal combination of iterates such that the gradient norm at the extrapolation point is minimal at each iteration. Obviously one drawback of this method is that we have to store all previous iterates and the gradients, which needs much memory. A potential way to overcome it is to limit the number of past iterates we want to use at the extrapolation step. More details about this extrapolation method and other acceleration and extrapolation techniques can be found in [33, 137, 17].
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