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Abstract
The technologies utilizing quantum states of light have been in the spotlight for the last

two decades. In this regard, quantum metrology, quantum imaging, quantum-optical com-

munication are some of the important applications that exploit fascinating quantum prop-

erties like quantum superposition, quantum correlations, and nonclassical photon statistics.

However, the state-of-art technologies operating at the single-photon level are not robust

enough to truly realize a reliable quantum-photonic technology.

In Chapter 1, I present a historical account of photon-based technologies. Furthermore,

I discuss recent efforts and encouraging developments in the field of quantum-photonic

technologies, and major challenges for the experimental realization of reliable quantum

technologies utilizing photons, setting up a stage for unveiling our smart methodologies to

cope with them. Similarly, in Chapter 2, I review the fundamental concepts such as states

of light, spatial modes of light, and machine learning.

In Chapter 3 of this dissertation, I present a theoretical work on a nonlinear quantum

metrology scheme, showing a sub-shot-noise limited phase estimation using the displaced-

squeezed light and on/off detection. Furthermore, I discuss a camera-based squeezed-

light detection technique that can be a smart and time-efficient alternative to conventional

balanced-homodyne detection.

In Chapter 4, I discuss our efforts to incorporate artificial intelligence in a quest to im-

prove the efficiency of discriminating thermal light sources from coherent light sources. The

conventional identification technique requires a large number of measurements. We utilize

artificial neural networks to dramatically reduce the number of measurements required to

distinguish thermal light and coherent light.

In Chapter 5, I present a communication protocol that utilizes the spatial modes of

light. Despite being valuable resources for a wide variety of quantum technologies, spatial

modes of light are extremely vulnerable to random phase fluctuations. The conventional

techniques to cope with these challenges are relatively inefficient. We utilize convolutional

x



neural networks to perform the spatial mode correction of single photons, resulting in a

near-unity fidelity of correction.

I wrap up my dissertation in Chapter 6 by summarizing the historical context of quan-

tum technologies, challenging problems facing state-of-art quantum technologies, and the

importance of our efforts to introduce artificial intelligence in photonic technologies.

xi



Chapter 1
Introduction

Our current understandings of photons are the results of historically contentious and

vigorous debates about the nature of light. In ancient times, scientists and philosophers

characterized light as rays. Sir Issac Newton, in 1672, put forward his work on the famous

corpuscular theory of light, which, however, failed to describe the prominent physical phe-

nomena like refraction, diffraction, and interference [1, 2, 3]. Soon after, in 1678, Christian

Huygens proposed a theory that characterized light as waves, not particles [4, 5]. But in the

19th century, James Clerk Maxwell pacified these contentions with four famous equations

(in 1862 but listed explicitly in 1865 in “A dynamical theory of the electromagnetic field”)

that opened the door for treating light as an electromagnetic field [6, 7].

The notion of discretization of the electromagnetic field was started by Max Planck in

1900 with his theory of blackbody radiation [8, 9, 10]. However, Albert Einstein, in 1905,

formalized the modern concept of photons as quantized packets of energy in his Nobel-prize-

winning work on the photoelectric effect [11]. Neil Bohr in 1913 expanded on the idea of

quantization which was remarkably successful and accurate in predicting the atomic spectra

[12, 13, 14]. Then Werner Heisenberg, Erwin Schroedinger, Enrico Fermi, and Paul Dirac

laid a solid foundation of modern quantum mechanics and the most important fundamental

ideas like quantum state and unitary evolution in a short period before 1926 [15, 16, 17].

Louis de Broglie, Max Born are lauded for their remarkable contribution in introducing the

idea of quantum mechanical probability amplitude and wave-particle duality which led to

a series of successful theoretical models to describe various physical systems and processes

[18, 19, 20, 16]. At the time, Albert Einstein was one of the biggest critiques of quantum

mechanics. His famous quote, “God does not play dice with the universe” is believed to have

come in strong opposition to the probabilistic approach of quantum mechanics to describe

the physical phenomena [21]. Despite his opposition to the probabilistic description, Albert

Einstein along with his two postdoctoral researchers Boris Podolsky and Nathan Rosen in

1



1935 introduced the idea of nonlocality and quantum entanglement through their seminal

work entitled “Can Quantum Mechanical Description of Physical Reality Be Considered

Complete?”, which is now famously known as EPR paper [22]. These works collectively

inspired the development of new fields like quantum optics, quantum information, and

quantum photonics. The development of the theory of quantum mechanics and quantum

field theory furthered our understanding of photons and their intrinsic properties.

As the debates about photons and their peculiar properties began to subside, a new

field of quantum optics and photonics emerged. Hanbury Brown and Twiss demonstrated

intensity correlations of the two independent random light fields in 1956 which is now

widely known as the HBT experiment [23]. This invention is considered a breakthrough for

quantum optics. The invention of the laser in 1960 by Theodore H. Maiman is a momen-

tous event that revolutionized the field of quantum optics [24]. Indeed, these inventions

of mid 20th century were followed by remarkable studies like quantum theories of coher-

ence (1963 by Roy Glauber and ECG Sudarshan) [25, 26]. A few years later, Emil Wolf,

Leonard Mandel, and ECG Sudarshan followed up with their work on optical coherence

and photodetection [27, 28, 29], which made it possible to describe light in phase space.

Hong-Ou-Mandel interferometry (1987) [30] and Franson interferometry (1989) [31, 32] are

two other remarkable inventions that substantially advanced the field of quantum optics

and photonics.

As a result of these remarkable works, we now know a lot more about photons beyond

just the quanta of energies. With the turn of 20th century, the focus is largely shifted to-

wards developing the technologies utilizing the various properties of photons. The photons

constitute key resources for a large variety of technologies ranging from imaging, sensing,

and communication to cryptography and computing [33, 34, 35, 36]. In addition, photonic

technologies now play a crucial role in a wide range of other fields like manufacturing,

medical science, security, microelectronics, energy [37, 38]. Historically, photons have al-

ways been the cornerstone of the majority of medical diagnostic imaging [38]. The photons

2



also play an important role in laser printing, 3d scanning, radiotherapy [39]. Similarly,

there are numerous other applications that utilize photons as the major resource. With the

significant advancement in photon detection technologies towards the end of 20th century,

multiple quantum photonic technologies started to explode, which is growing even more

rapidly now. Recognizing the importance of light in our lives, UNESCO declared the year

2015 as a “year of light” and light-based technologies [40].

Quantum metrology, quantum sensing, quantum communication, and quantum com-

putation are some of the fascinating examples of quantum technologies that utilize photons,

often at an ultra-low intensity or single-photon level. More precisely, the majority of quan-

tum technologies are designed to exploit the intriguing properties of quantum states of light

such as quadrature squeezing, quantum superposition, and quantum entanglement. In this

regard, quantum metrology aims to push the limits of measurement precision utilizing the

reduced quantum noise and/or quantum entanglement [41, 42, 43]. Similarly, in quantum

sensing, a quantum state is used to probe an object. The quantum sensors utilize quantum

mechanical resources such as quantum coherence and quantum entanglement to detect

the properties of an object beyond our classical capabilities [44]. Schemes for quantum

cryptography such as quantum key distribution (QKD) exploits the quantum mechanical

properties of photonic states [16, 45]. Moreover, quantum-optical communication utilizes

the non-classical properties of photons to establish a very secure link between Alice and

Bob [46]. To enable such communication protocols, there have been some efforts towards

developing a large-scale global quantum network like quantum internet [47, 45, 48, 49].

Similarly, Quantum computing utilizes the quantum superpositions instead of 0 (low) and

1 (high) in classical computers. In the last two decades, significant strides have been made

towards all-optical quantum computing, which utilizes photonic qubits, and linear opti-

cal elements [50, 51]. Even though the photonic approach hasn’t been as successful as

superconducting qubits [52, 53], and trapped ions [54], the recent demonstration of “quan-

tum supremacy” through boson sampling experiment has once again brought the photonic

3



quantum computing and other photonic applications to the spotlight [55].

Nevertheless, these technologies depend on our ability to efficiently prepare, control,

and measure quantum states or quantum bits (qubits). A photonic qubit can be pre-

pared using one or more degrees of freedom such as spatial modes, spin, orbital angular

momentum, time, energy, etc. Despite having tremendous potential, quantum photonic

technologies suffer from low preparation efficiency, low detection efficiency, and high er-

ror rates. Quantum state preparation, quantum control, and quantum measurements are

crucial components of any quantum photonic technology that require significant improve-

ments. In other words, the performances of current state-of-art technologies to build these

components are not robust enough to realize a truly reliable quantum photonic technology.

There have been numerous efforts to cope with these challenging problems. In the last two

decades, these efforts have substantially advanced quantum photonic technologies [56, 33].

First of all, preparing photons in desired quantum states is an important task in im-

plementing quantum technologies. Ideally, we want the photonic state preparation process

to be deterministic and precisely on-demand with great accuracy. However, the current

state-of-art technologies to prepare photonic qubits are far from perfect. Moreover, the

challenges regarding the realization of deterministic multi-qubit gates using photons are

considered a major hurdle [56]. Improving the preparation of quantum states largely de-

pends on engineering innovations. For example, the efficiency of preparing or initializing a

qubit in the Nitrogen-vacancy center heavily depends on the purity of the diamond sam-

ples. The presence of impurities and other isotopes of Carbon in the sample causes the

rapid decay of the qubits [57, 58]. Similarly, generating highly efficient single-photon pho-

ton sources with the perfect correlations is a challenging task. In addition to the nonlinear

crystals such as ppKTP, there are multiple alternative techniques developed to generate

single-photon sources: quantum dot, silicon carbide, Rydberg atoms, polarized microcavi-

ties [59, 60, 61, 62]. Lately, some efforts have been devoted to looking into the optimization

of quantum circuits to generate desired photonic states [63]. Secondly, photonic quantum
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states are vulnerable to effects like decoherence, loss, scattering, cross-talk or interference,

etc. Preserving the coherence of a prepared quantum state for a long time is undoubtedly

one of the most challenging tasks. The simplest way to deal with this problem would be

to isolate qubits from unwanted interactions, but it is not simple. Cooling a system to low

cryogenic temperatures is one of the methods that has been used in quantum computing

platforms. Similarly, dynamical decoupling is utilized to correct the decoherence of spin

qubits. Furthermore, quantum information encoded in the spatial degree of freedom has

been conventionally restored using methods like adaptive optics, nonlinear processes, and

quantum correlations. Last but not least, measuring quantum states of light is a crucial

task of any quantum-photonic technology. In addition to preparing and preserving quan-

tum states, our ability to make measurements on them actually enables us to harness the

true potential of quantum states. In other words, the advantages that quantum states have

to offer over the classical ones depend on how well we can measure them. Conventionally,

making measurements on quantum states of light involves a large number of measurements

[56]. The characterization of quantum state and reconstruction of the corresponding density

matrix is a resource-intensive and cumbersome process [64, 65].

In addition to all the developments in preparing, controlling, and measuring quantum

states of light, the 21st century has already seen an unprecedented level of growth in

our computational capabilities. An important question is, are we fully utilizing available

computing power to enhance the performance of quantum photonic technologies? Is this the

maximum we can achieve with quantum technologies using state-of-art devices? The simple

answer is, no. Lately, artificial intelligence, machine learning, in particular, has attracted

attention as an excellent alternative to conventional techniques to improve the performance

of quantum technologies that operate at the single-photon level [66, 67]. In this regard,

neural networks are one of the widely used models of machine learning algorithms [68, 69,

66]. Neural networks have remarkable abilities to draw inferences from a large volume

of data without knowing the theoretical models. These self-learning features make them
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very suitable to handle complex data structures. Most importantly, these smart algorithms

have outperformed conventional techniques for the generation, control, and measurement

of quantum states of light. In addition, the introduction of artificial intelligence in the

technologies designed to improve the existing technologies has been proven to be remarkably

successful [70, 68]. This is the major motivation of our efforts towards the smartification

of quantum technologies in part or full.

The contents of this dissertation are organized as follows. In Chapter 1, I presented a

historical context of photons, photonic technologies, and quantum mechanics in general. In

addition to the historical context, I discuss our motivations for incorporating smart algo-

rithms such as machine learning in various quantum technologies utilizing photons as the

major resources. In Chapter 2, I review the fundamentals of quantum optics and discuss in

detail various quantum states of light. Since I utilize the spatial modes of light to encode the

quantum information in this thesis, I also review orbital angular momentum (OAM) and

other spatial modes of light namely the Laguerre-Gaussian and Hermite-Gaussian modes.

Finally, I discuss fundamental ideas of machine learning and artificial intelligence and their

application in various quantum photonic technologies. In Chapter 3, I begin by discussing

our recent efforts to improve quantum metrology and detection of squeezed light. In the

former, we utilize displaced-squeezed states of light as inputs and novel detection strategies.

In the latter, we exploit quantum correlations on high-efficiency camera images to measure

the squeezing strength of squeezed light. This represents a time-efficient and smart alter-

native to the tedious balanced-homodyne detection technique. Similarly, in Chapter 4, I

discuss our efforts to introduce a smart quantum technology that efficiently discriminates

different sources of light based on their intrinsic photon statistics. This technology utilizes

neural networks to identify light sources attenuated to the single-photon level. Our ma-

chine learning based approach dramatically reduces the number of measurements required

to discriminate light sources by orders of magnitude. Likewise, in Chapter 5, I introduce

another smart quantum technology that exploits the self-learning and self-evolving features
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of artificial neural networks to correct the distorted spatial profile of single photons. Our

technique to correct spatial modes of single photons substantially improves the amount

of information that can be exchanged in an optical communication protocol. Last but

not least, in Chapter 6, I conclude my Ph.D. dissertation by summarizing our efforts to

introduce and/or improve various smart quantum technologies.
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Chapter 2
Review of Fundamentals

Photons, elementary excitation modes of a quantized electromagnetic field, have been

used as an information carrier, sensing probe, imaging resource. There are various states of

light with unique intrinsic characteristics that can be defined either classically or quantum-

mechanically. Recently, there have been significant efforts to utilize non-classical states

of light to improve the performance of existing photonic technologies. Before we get into

the specifics of various quantum photonic technologies in Chapter 3, 4, and 5, this chapter

introduces various states of light, and spatial modes. Toward the end of the chapter, I

discuss the basics of machine learning and artificial intelligence.

2.1 States of Light

The concept of the electromagnetic field began with the four famous Maxwell’s equa-

tions. The quantization of the electromagnetic field was a paradigm shift. As a result,

the light field can now be treated as a quantum mechanical state as well as an operator in

a Hilbert space of finite or infinite dimension [6, 16]. There are several different ways to

represent the states of light in quantum optics. The most common representations include

density matrix, Wigner function, state vector |ψ〉, photon statistics, quadrature mean and

variance, etc. In this dissertation, I will be extensively utilizing the continuous variable

phase-space representation with position (X̂) and momentum (P̂ ) quadrature, as shown

in Figure 2.1. These quadratures represent the electric field amplitude oscillations in or-

thogonal phase, i.e. Ê(t) = E0[X̂ cos(ωt) + P̂ sin(ωt)] sin(kz), where ω and z represent

the angular frequency and propagation axis. The quadrature operators satisfy the com-

mutation relation [X̂, P̂ ] = i
2 . In addition, the Wigner function representation of states

of light and their photon fluctuation properties are used in this thesis. Therefore, I will

briefly discuss various states of light along with their Wigner functions, photon statistics,

and quadrature fluctuations. Let’s begin by defining the quadrature operators in terms of

the creation (â†) and annihilation (â) operators of the electromagnetic field. The creation
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Figure 2.1: Phase-space representation of various states of the electromagnetic field. The
shaded area denotes the possible combinations of quadrature values for a particular state of
light. The extent of these shaded circles/ellipses along X̂ and P̂ axes denote the quadrature
uncertainties of the position and momentum quadrature respectively. The black circle at the
origin represents the vacuum state. Similarly, the gray circle centered on origin represents a
thermal state. Likewise, the red circle (not the area inside) depicts the possible quadrature
values for a particular Fock state |n〉. Coherent states are represented by the blue circle.
The purple ellipse represents a displaced-squeezed vacuum (DSV) state.

and annihilation operators are also called raising and lowering operators as they mathe-

matically increase or decrease a photon from a single-mode field. These mode operators

satisfy the standard commutation relation, [â, â†] = 1̂.

X̂ = â+ â†

2 and P̂ = â− â†

2i (2.1)
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The Heisenberg uncertainty principle dictates that the variance of quadrature fluctuations

in a single-mode field has to be at least 1
16 .

〈(∆X̂)2〉〈(∆P̂ )2〉 ≥ 1
16 (2.2)

Therefore, it is possible to squeeze the uncertainty on one of the quadratures, but only at

the expense of other quadrature. Squeezing of a quadrature below the threshold of classical

states of light and negativity of the quasi-probability function, Wigner function [71], are

some of the key signatures of “quantumness”.

2.1.1 Fock State

n
0 1 2 3 4 5 6 7 8 90.0

0.2

0.4

0.6

0.8

1.0
P(n)

(a) (b)

Figure 2.2: Fock state. (a) The Wigner function of Fock state for n = 3. The Fock
states of non-Gaussian Wigner function excent for n = 0. The negative values of Wigner
function indicates the non-classicality of the state. (b) The photon statistics for |n = 3〉
Fock state. This shows that we measure three photons 100% of the time, indicating no
photon fluctuation.

Fock state, denoted by |n〉, is considered one of the interesting quantum states of light

for various reasons. First of all, these are the eigenstates of the optical field Hamiltonian

Ĥ. Secondly, Fock states are the definite photon number states with no fluctuation in

photon number. Moreover, these states yield negative Wigner functions except for the

vacuum state, n = 0, as shown in Figure 2.2(a). For a single mode field, the Hamiltonian is
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expressed as Ĥ = ~ω(â†â+ 1/2), where â†â is the photon number operator n̂. Fock states

are eigenstates of the number operator i.e. n̂ |n〉 = n |n〉 for all integer values n ∈ [0,∞]. It

is important to note that even though it is a definite photon number state, the product of

quadrature variances is large: 〈(∆X̂)2〉〈(∆P̂ )2〉 = 1
16(2n + 1)2. The minimum uncertainty

Fock state is actually the vaccuum state |n = 0〉. Individually, both the quadratures have

equal uncertainties, 〈∆X̂〉 = 〈∆P̂ 〉 =
√

2n+1
2 , as shown in the phase diagram, Figure 2.1.

The Wigner function for Fock state |n〉 is given by,

WFock(x, p, n) = 2
π

(−1)nLn
[
4
(
x2 + p2

])
e−2(x2+p2), (2.3)

which is plotted in Figure 2.2(a) for n = 3. The photon statistics (Pn), which describes the

probability of detecting n photons, is depicted in Figure 2.2(b).

2.1.2 Vacuum State

The vacuum state is a very interesting quantum state from a physical perspective.

This is one of the important discoveries in the field of quantum optics. This state is very

counter-intuitive since it has no photons but the quadrature fluctuation and fluctuation

of electric field amplitude is non-zero, which is known as vacuum fluctuations. In fact,

vacuum fluctuation is one of the hurdles that limit measurement sensitivities in quantum

metrology. Therefore, scientists are looking for ways to replace the vacuum input of the

optical interferometer with the states having reduced quadrature noise. I will discuss one

of such metrology schemes in Chapter 3. The most interesting fact about the vacuum state

is every other state of light reduces to the vacuum state in certain limiting conditions.

Indeed, a Fock state reduces to the vacuum state when n = 0, a coherent state reduces to

the vacuum state when α = 0, a thermal state reduces to the vacuum state when nth = 0,

and a squeezed vacuum state reduces to the vacuum state when r = 0. Therefore, we

can safely say that the vacuum state is the most fundamental state of light. The Wigner
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Figure 2.3: Vacuum state. (a) The Wigner function of the vacuum state. The vacuum
state has a Gaussian Wigner function with only positive values. (b) The histogram shows
the deterministic photon statistics with |0〉 measured 100% of the time.

function of the vacuum state is given by,

Wvac(x, p) = 2
π
e−2(p2+x2), (2.4)

which is plotted in Figure 2.3(a). The Figure 2.3(b) shows the photon statistics of the

vacuum state. The figure shows that no photons are detected in the field.

2.1.3 Coherent State

A coherent state is a quantum state which exhibits classical statistical properties, which

is why it is regarded as a borderline state between the classical and quantum. The coherent

state is an eigenstate of annihilation operator â. The existence of such a basis for â can be

inferred from the fact that the expectation value of â†â vanishes for any photon number

state regardless of its magnitude. Assuming the coherent state amplitude α = |α| exp(iϕ),

the eigenfunction equation for the coherent state can be written as,

a |α〉 = α |α〉 , (2.5)

where ϕ represents the phase angle of the coherent state. This equation is also valid for

the creation operator with eigenvalues of α∗, i.e. 〈α| a† = α∗ 〈α|. Coherent states can
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Figure 2.4: Coherent state. (a) The Wigner function of the coherent sate having amplitude
α = 2 and phase ϕ = π/4. The Wigner function is Gaussian in shape and is strictly
positive. The Wigner function of this coherent state can also be obtained by displacing the
vacuum state Wigner function by |α|2 along the phase angle ϕ = π/4 in the phase space.
(b) The photon statistics of coherent light follows Poissonian distribution with mean |α|2
and variance |α|2.

also be obtained by displacing the vacuum in the phase space. Therefore, coherent states

are sometimes referred to as a displaced vacuum states. Coherent states, therefore, are

sometimes written as following

|α〉 = D̂(α) |0〉 , (2.6)

where D̂(α) = exp
(
αâ† − α∗â

)
represents the displacement operator. As the eigenstates

of hamiltonian operator (Ĥ of the electromagnetic field, it is desirable to express coherent

states in terms of photon number states or Fock states becuase it provides us a clearer phys-

ical picture and, sometimes, simpler mathematical forms. The Fock state representation of

the coherent state is given by,

|α〉 =
∞∑
n=0

e−|α|
2/2αn√
n!

|n〉 . (2.7)

Similarly, the Wigner function of the coherent state is Gaussian in shape. Therefore, it is

categorized as a Gaussian state. The coherent sate Wigner function given by

Wcoh(x, p, α, ϕ) = 2
π
e−2[(x−α cosϕ)2+(p−α sinϕ)2] (2.8)
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is plotted in Figure 2.4(a). Experimentally, coherent states are produced by a laser which

are characterized by Poissonian photon statistics,

Pcoh(n) = (|α|2)n
n! e−|α|

2
. (2.9)

The photon statistics of the coherent state is shown in Figure 2.4(b), which is centered

around |α|2 with the standard deviation of |α|.

2.1.4 Thermal State

n
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Figure 2.5: Thermal state. (a) The Wigner function for thermal state with mean photon
number n̄th = 1. The Wigner function of thermal state is Gaussian in shape with strictly
non-negative values. This function is wider than minimum uncertainty states such as
vacuum state and coherent state. However, the Wigner function of thermal state reduces
to the vacuum state Wigner function for n̄th = 0. (b) The photon statistics of thermal light
is super-Poissonian (variance greater the mean photon number (∆n)2 > n̄th).

A thermal state is a statistical mixture of thermal radiations. The most common

example of thermal light is sunlight. In most quantum optical and quantum photonic

applications, thermal radiation act as a noise, limiting the performance of various photonic

technologies. A thermal state is a mixed state that can not be represented as a superposition

of the pure states. Therefore, we express the thermal state as a density operator in the

Fock basis

ρ̂th = 1
1 + n̄th

∞∑
n=0

(
n̄th

1 + n̄th

)n
|n〉〈n|, (2.10)

where n̄th denotes the mean photon number in the thermal light field. The mean pho-
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ton number can be expressed in terms of temperature (T ) as 1
e~ω/kBT−1 with the photon

fluctuation of ∆n =
√
n̄th + n̄2

th, where ~, kB, and ω denote the reduced Planck constant,

Boltzmann constant, and frequency of light, respectively. The photon statistics of thermal

light is super-Poissonian, meaning the photon variance is higher than the mean photon

number. The photon statistics of the thermal light is given by

Pth(n) = n̄nth
(1 + n̄th)n+1 = e−n~ω/KBT

[
1− e−~ω/KBT

]
, (2.11)

which is depicted in Figure 2.5(b) for n̄th = 1. This distribution is also called Bose-Einstein

distribution. Similarly, the expression of the Wigner function is given by

Wth(x, p, n̄th) = 2
π(2n̄th + 1)e

−
2(x2+p2)

2n̄th+1 , (2.12)

which is shown in Figure 2.5(a) for n̄th = 1. The Wigner function is non-negative and

Gaussian in shape.

2.1.5 Squeezed Vacuum State

n
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Figure 2.6: Squeezed vacuum (SV) state. (a) The Wigner function of a squeezed vacuum
state having squeezing parameter r = 1 and squeezing angle θ = π. The Wigner function
is of Gaussian shape with one of the sides squeezed, indicating the reduced quadrature
noise along P̂ quadrature (this particular case). (b) The photon statistics of SV state. The
photon statistics shows that only even-photon events are permissible.

Squeezed vacuum (SV) state is one of the most important non-classical states of light.
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The key feature of this kind of light is the unequal quadrature fluctuation ∆X̂ 6= ∆P̂ . As

the name suggest, it is indeed a squeezed version of the vacuum state of light. There are

different kind of squeezed states such as quadrature squeezed light, number squeezed light

(has sub-Poissonian statistics), phase squeezed light [16]. Mathematically, squeezed states

|ξ〉 are generated by applying the squeezing operator Ŝ(ξ) on vacuum state.

|ξ〉 = Ŝ(ξ) |0〉 = exp
[1
2(ξ∗â2 − ξâ†2)

]
|0〉 , (2.13)

where ξ = reiθ represents the squeezing amplitude with phase angle θ. Experimentally,

squeezed light is produced using nonlinear interactions, optomechanical interactions, four-

wave-mixing in Rb vapour, etc. Interestingly, it was shown that two phase-matched single-

mode squeezed vacuum states mixed in a 50:50 beamsplitter generates highly entangled

two-mode states called two-mode squeezed-vacuum (TMSV). However, the TMSV reduces

to a thermal state having mean photon number sinh2 r if one of the modes of TMSV

is traced out. The effective temperature of such a thermal source can be shown to be
~ω

2kB ln(coth r) . The squeezed state can be represented as a infinite superposition of the Fock

states as ∣∣∣ξ = reiθ
〉

= 1√
cosh r

∞∑
n=0

(−1)n
√

(2n)!
2nn! einθ(tanh r)n|2n〉, (2.14)

which can be used to derive the expression for photon statistics of the state. The proba-

bility of finding the odd number of photons in SV field is zero as shown in Figure 2.6(b).

Therefore, the following expression for photon statistics is valid only for even values of n.

Only for even values of n: Psv(n) = n! tanhn r
2n
(
n
2 !
)2

cosh r
. (2.15)

Similarly, the Wigner function for squeezed state is given by expression

Wsv(x, p, r, θ) = 2
π
e−2[(x2+p2) cosh(2r)+{(x2−p2) cos θ+2xp sin θ} sinh(2r)], (2.16)
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which is plotted in Figure 2.6(a). The Wigner function of SV state is Gaussian in shape

with one of the quadrature noise reduced below 1
2 , which is the classical limit.

2.1.6 Displaced-squeezed Vacuum State

n
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Figure 2.7: Displaced-squeezed vacuum state (DSV). (a) The Wigner function of DSV
having parameters α = 2, ϕ = π/4, r = 1, and θ = π/2. This state also has a Gaussian
Wigner function which is displaced from origin by distance |α|2 along phase angle ϕ in
phase space. The amount of squeezing and the direction of squeezing is defined by squeezing
parameter r and squeezing angle θ. (b) The photon statistics of DSV state. The photon
statistics is centered around the Poissonian distribution for given value of α, but the photon
statistics contains rapid oscillations towards the tail due to the asymmetrical or squeezed
quadrature fluctuations. The photon statistics of DSV stae can be sub-Poissonian ((∆n)2 <
n̄) and super-Poissonian ((∆n)2 > n̄) depending on the values of phase angles ϕ, and θ.

As the name suggests, displaced-squeezed vacuum (DSV) states are obtained mathe-

matically by applying the displacement and squeezing operator sequentially on the vacuum

state. Experimentally, this operation can be realized by displacing the squeezed vacuum

state by a local oscillator (coherent state) in a beamsplitter. Unlike squeezed vacuum states,

the DSV states are bright. But they possess the squeezed quadrature noise like squeezed

vacuum states. It is represented by the the purple ellipse in the phase space diagram in

Figure 2.1. It is both displaced from the origin by distance |α|2 in phase space and squeezed

along the direction dictated by the squeezing angle θ. The DSV state can be expressed as
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a linear superposition of Fock state by

|αeiϕ, ξ = reiθ〉 = 1√
cosh r

exp
[
−α

2

2
(
1 + ei(θ−2ϕ) tanh(r)

)]

×
∞∑
n=0

[
1
2e
iθ tanh r

]n/2
√
n!

Hn

eiϕα cosh(r) + ei(θ−ϕ)α sinh(r)√
eiθ sinh(2r)

 |n〉 (2.17)

where α, ϕ, r, and θ represent the displacement amplitude, displacement angle, squeezing

parameter (strength), and squeezing angle, respectively. The photon statistics of the DSV

state is given by

Pdsv(n) =

(
tanh(r)

2

)n
exp {−α2(1 + tanh(r) cos(θ − 2ϕ))}

∣∣∣∣Hn

(
eiϕα cosh(r)+ei(θ−ϕ)α sinh(r)√

eiθ sinh(2r)

)∣∣∣∣2
n! cosh(r) ,

(2.18)

which has some properties of coherent light and some properties of squeezed light, leading

to the oscillatory tails on the photon distribution as shown in Figure 2.7(b). The photon

statistics looks more Poissonian if the term α is dominant compared to r, and it looks more

oscillatory when the squeezing parameter r is large. Interestingly, DSV state can be made

both sub-Poissonian and super-Poissonian by setting the four parameters appropriately.

Similarly, the Wigner function of the DSV is given by

Wdsv(x, p, α, ϕ, r, θ) = 2
π
e−2 cosh(2r)[x2+p2+α2−2α(x cosϕ+p sinϕ)]

× e−2 sinh(2r)[α2 cos(θ−2ϕ)+cos θ(x2−p2)−2αp sin(θ−ϕ)+2xp sin θ−2αx cos(θ−ϕ)],
(2.19)

which is plotted in Figure 2.7(a). The Wigner function is non-negative and Gaussian in

shape.

2.2 Spatially Structured Light

So far, I have discussed various properties of light photons but the spatial modes.

Structuring the spatial profile of light beams is very important for a variety of photonic

technologies such as imaging, communication, sensing, cryptography, etc. The structuring
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of the light field is typically done through various physical processes such as diffraction, in-

terference. In this thesis, however, we produce structured light by controlling the dynamic

phase profile of the beam through devices such as spatial light modulator (SLM), digital

micromirror device (DMD). Our ability to control and manipulate phases enables interest-

ing applications like Optical tweezers and 3D scanning. There are various other utilities of

structured light. For the scope of this thesis, I will limit the discussion to orbital angular

momentum (OAM) modes, Laguerre-Gaussian modes, and Hermite-Gaussian modes.

2.2.1 Orbital Angular Momentum Mode

l=1

l=2 l=4

l=3

Figure 2.8: Helical phase front of a light beam carrying orbital angular momentum (OAM).
The phase masks for the first four orbital angular momentum modes (` = 1, 2, 3, 4) are
plotted in (a), (b), (c), and (d), respectively. The phase values make |`| complete rotations
for an OAM mode `.

A photon not only carries energy as an intrinsic property but also carries momentum.

The radiation pressure is one of the prominent manifestations of the linear momentum

which has been exploited in several optomechanical applications to generate the squeezed

light and entangled source of photons. Likewise, the spin angular momentum (SAM),

which takes values (-1, 0, +1)~, is associated with the polarization property of light. The

linearly polarized light, right circularly polarized (RCP), and left circularly polarized (LCP)

light carry SAM 0~, +1~, and −1~, respectively. The orbital angular momentum (OAM)

is associated with the spatial profile of a light beam. A spatial mode of light having a
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helical phase profile of the form ei`φ, is known as an OAM mode. Each photon in an OAM

mode carries an orbital angular momentum of value `~. Helical phase fronts and optical

singularities or optical vortices at the center of the beam profile are the characteristic

features of the OAM modes. The diameter of the vortex is proportional to the |`| values

of OAM modes, which are also called topological charges. In fact, optical vortices are

ubiquitous in natural optical fields. In the field of quantum optics and photonic quantum

technologies, it is viewed as a degree of freedom to encode quantum information having

tremendous potential. An important distinction of this new degree of freedom is that

this gives access to infinite-dimensional Hilbert space, which enables us to encode multiple

bits of information per photon. The electric field amplitude of an OAM mode carrying

topological charge ` is given by,

U(r, φ, z) = u0(r, z)× eikz × ei`φ (2.20)

where, u0(r, z) represents the slowly varying amplitude profile of the light propagating along

z-axis. Similarly, φ and k describe the azimuthal angle and wavenumber, respectively.

The helical phase profile of the OAM modes upon propagation is schematically depicted

in Figure 2.8. The figure also shows some example phase profiles of OAM modes in a

plane perpendicular to the propagation z-axis. There are several different ways the OAM

modes can be generated. Some of the tools to generate the OAM modes include spatial

light modulator, digital micro-mirror device, spiral phase plate, q-plate, specially designed

fibers, etc. In this dissertation, we will rely on phase modulation and fork holograms [72]

to generate these modes.

2.2.2 Laguerre-Gaussian Mode

Laguerre-Gaussian (LG) modes represent an important family of spatial modes which

carry OAM. Therefore, an object interacting with photons prepared in LG modes experience

the torque in addition to the radiation pressure. These modes are solutions to the paraxial
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Helmholtz equation in cylindrical coordinate system. The paraxial Helmholtz equation

(modified wave equation) in cartesian coordinate system is expressed as,

(
∂2

∂x2 + ∂2

∂y2 + 2ik ∂
∂z

)
U(x, y, z) = 0. (2.21)

The LG modes satisfy this differential equation in cylindrical coordinate system. Naturally,

the LG modes have the azimuthal symmetry on the transverse plane. In addition to the

(1,0) (1,1) (1,2) (1,3)

(1,0) (1,1) (1,2) (1,3)

(0,0) (0,1) (0,2) (0,3)

(0,0) (0,1) (0,2) (0,3)

Figure 2.9: Some examples of Laguerre-Gaussian (LG) modes. The first row depicts the
LG modes with ` = 0 and p = 0, 1, 2, 3. The corresponding phase masks are provided in
the second row. Similarly, the beam profiles of LG modes for ` = 1, and p = 0, 1, 2, 3 are
shown in the third row. The corresponding phase masks are displayed in the bottom row.

21



azimuthal degree of freedom (`), the LG modes provide access to the radial degree of

freedom (p). Furthermore, these modes form a complete orthonormal basis set with respect

to the azimuthal (`) and the radial (p) degrees of freedom [73], meaning any arbitrary spatial

mode of light field can be expressed as some linear combination of LG modes. These elegant

properties of LG modes make them good candidates to construct an unbiased basis set in

cryptographic protocols. In addition, they allow us to prepare a higher dimensional qubits

called qudits. This property is very important for several different applications. The optical

field amplitudes of the LG modes can be written as [74, 73]

LG`,p(r, φ, z) =CLG
`p

w0

w(z)

(
r
√

2
w(z)

)|`|
exp

(
−r2

w2(z)

)
L|`|p

(
2r2

w2(z)

)
exp

(
−ikr2

2R(z)

)

ei`φ × ei(2p+|`|+1)ξ(z),

(2.22)

where L|`|p is the generalized Laguerre polynomial, CLG
`p =

√
2p!

π(|`+p|)! is the constant term,

ξ(z) = arctan(z/zR) is the Gouy phase. Similarly, R(z) = z [1 + (zR/z)2] represents the

radius of curvature at distance z, where zR = πw2
0/λ is the Rayleigh range. Also, w(z) =

w0

√
1 + (z/zR)2 represents the beam waist at distance z from the source. Similarly, k =

2π/λ is the wave number. Some examples of Laguerre-Gaussian (LG) modes with ` = 0, 1

and p = 0, 1, 2, 3 are shown in Figure 2.9. The corresponding phase masks are provided

right below the intensity profiles. As expected, the diameter of the optical vortices increase

with the OAM values or topological charge.

2.2.3 Hermite-Gaussian Mode

HG modes are the solutions of the paraxial Helmholtz equation in the cartesian coordi-

nate system. This family of spatial modes does not carry OAM but is extremely important

to represent an arbitrary optical field in a simple cartesian coordinate system. As expected,

the LG modes have rectangular symmetry on the transverse plane orthogonal to the prop-

agation z-axis. Like LG modes, the HG modes also form a complete orthonormal set.

Therefore, any arbitrary intensity profile of an optical field can be decomposed into the
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HG modes. The electric field amplitude of HG mode in the cartesian coordinate system is

given by [75, 76]

(1,0) (1,1) (1,2) (1,3)

(1,0) (1,1) (1,2) (1,3)

(0,0) (0,1) (0,2) (0,3)

(0,0) (0,1) (0,2) (0,3)

Figure 2.10: Example beam profiles of the Hermite-Gaussian (HG) modes. The first row
depicts the HG modes with n = 0 and m = 0, 1, 2, 3. The corresponding phase masks
are provided in the second row. Similarly, the beam profiles of HG modes for n = 1, and
m = 0, 1, 2, 3 are shown in the third row. The corresponding phase masks are displayed in
the bottom row.

HGn,m(x, y, z) =CHG
nm

w0

w(z)Hn

(√
2x

w(z)

)
Hm

(√
2y

w(z)

)
exp

(
−x

2 + y2

w2(z)

)
exp

(
−ik (x2 + y2)

2R(z)

)

× e−i(n+m+1)ξ(z),

(2.23)
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where Hn and Hm are the Hermite polynomial of order n and m, respectively. Similarly, k =

2π/λ is the wave number. Also, R(z) = z [1 + (zR/z)2] represents the radius of curvature

at distance z, where zR = πw2
0/λ is the Rayleigh range. Likewise, w(z) = w0

√
1 + (z/zR)2

represents the beam waist at distance z from the source. ξ(z) = arctan(z/zR) is the Gouy

phase. The constant quantity is defined as CHG
nm =

√
2

π2(n+m)n!m! . In Figure 2.10, some

examples of Hermite-Gaussian (HG) modes with n = 0, 1 and m = 0, 1, 2, 3 are shown

along with their corresponding phase masks right below the intensity profiles.

2.3 Machine Learning

We humans learn every day through our experiences. We recognize people we meet,

voices we hear, and learn to perform our tasks better as we practice more. Can we pro-

gram our machines to mimic this human trait? The answer is yes, and it is called machine

learning. The term “machine learning” was formally introduced by Arthur Samuel in 1959

[77]. Machine learning is a branch of artificial intelligence (AI) that deals with computer

algorithms that improve their performance automatically by learning from their past expe-

riences. Machine learning is a powerful computational tool for dealing with a large volume

of data where there is no explicit function or set of instructions to guide the algorithm.

Moreover, the data itself contains many complex features or patterns, and several degrees

of freedom, making it almost impossible to keep track of through a closed-form analyti-

cal function [78]. Self-learning is the most important distinguishing feature that separates

other computer algorithms from machine learning. Machine learning algorithms build their

own “functions”, called models, by drawing inferences from a large data set. Carleo et al.

[69] write, “models are agnostic and machine provides the intelligence by extracting it from

data”. This dynamic feature of machine learning makes them extraordinarily successful

in applications like object recognition, speech recognition, medical diagnosis [79]. The in-

put data set utilized by a machine-learning algorithm to build a model and implicit set

of rules are called training data. The quality and quantity of the training data are at the

heart of every machine learning algorithm that determines their efficacies. With the rapid
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technological advances, lately, machine learning algorithms have taken an important spot

in multiple areas of science to deal with complex problems of classification and optimiza-

tion. Dramatic improvement in performances and outcomes has been reported in a wide

range of fields including medical science, computer vision, automation, and physical science

researches [69, 80]. I will now briefly discuss various learning methods, artificial neural net-

works, and the activation function and optimization algorithms that are commonly used in

neural networks.

2.3.1 Supervised Learning

As the name suggests, supervised learning requires supervision, meaning the labeling

of training data is necessary. A good example of supervised learning would be a machine-

learning algorithm to classify different OAM modes in which a large set of intensity profiles

of OAM modes along with their labels are supplied as the training data set. In this

particular case, the labels are discrete integer values, therefore this would be a classification

problem. However, if the data labels are continuous such as the noise strength in the

OAM modes, it is called a regression problem. Nevertheless, machine learning algorithms,

utilizing supervised learning, attempt to find a correlation between the input data and data

labels by extracting the features or trends that exist in the provided data set. Therefore,

the training data is always considered the heart of the machine learning algorithm. The

trained machine learning algorithm relies on the mysterious “model” it extracted from the

data to perform the prediction during the test.

In a typical supervised classification scheme having n categories, the user provides a

large volume of labeled data. The machine learning algorithm outputs a vector having

the highest score on the element representing the true class of the test object. During the

training, the machine learning algorithm optimizes the parameters such as the weight of

each node. The optimization is performed by minimizing the error between the expected

and predicted output vector. In a multi-layer neural network, there are numerous weights

that are adjusted during the training process to optimize artificial neurons so as to minimize
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the cost function or error.

2.3.2 Unsupervised Learning

In the unsupervised learning method, the training data supplied as the input doesn’t

contain any labels. This is also a powerful learning method that is widely used to cluster

the large volume of data into different groups according to the prominent features extracted

from the training data. Even though the algorithm can not tell what the data represents,

it can discretize and break the large volume of data into smaller clusters according to

common features. For example, if we train a model on biographical information, buying

habits, online activity of millions of users, the unsupervised learning algorithm can cluster

the users according to common features. However, due to the unavailability of labels, the

actual meanings of the clusters have to be interpreted later.

2.3.3 Reinforcement Learning

Unlike supervised and unsupervised learning methods, reinforcement learning relies on

trial and error. This doesn’t require the labeled training data set. The basic structure

of reinforcement learning contains an environment that works like a Markovian Decision

Process. Reinforcement learning creates an artificial agent that takes some actions to the

environment. The goal of this artificial agent is to maximize the reward. As the name

suggests, there is an element of reinforcement in this type of machine learning algorithm.

The actions taken by the agent perturb the state of the environment. In addition to the

state of the environment, the artificial agent receives the rewards generated through the last

action. As mentioned earlier, this method is based on trial and error. This is the training

process that helps the algorithm to build a model based on the reinforcement received. If

the process is repeated a sufficient number of times, the algorithm is able to find a good

strategy to interact with the environment, maximizing the reward. The reinforcement

learning method is very successful in control theory, game theory, and simulation-based

optimization schemes.
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2.3.4 Artificial Neural Networks

Artificial neural networks are one of the most successful models of machine learning that

are used in a variety of quantum photonic technologies [69]. This machine learning approach

utilizes the features of more than one of three learning methods. The working mechanism

of ANNs is similar to the human nervous system. As in our nervous system, the building

block of ANN is referred to as neurons (also called perceptrons). The neurons are arranged

in several layers which are usually assigned weight before being wired to form complex

networks of neurons. The neurons are also supplied with bias values to avoid the situation

Output
Layer

Input
Layer

Hidden Layers

Artificial Neurons

Figure 2.11: Schematic diagram of ANN. The first layer of artificial neurons called the
input layer accepts the input from the supplied data set. The layers sandwiched between
input and output layers, called hidden layers, are the key to “machine intelligence”. The
hidden layers are connected in one of several ways according to the computational need.
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of trivial convergence. Following the biological nomenclature, the weights assigned are

called synaptic weights in artificial neural networks. The simplest artificial neural network

contains just two layers of artificial neurons – input and output. However, realistic neural

networks designed to perform complex tasks consist of a number of hidden layers of neurons

as shown in Figure 2.11. The series of hidden layers process the information supplied by

the input layer with the help of activation functions to draw statistical inferences from the

training data set [81].

2.3.5 Activation Functions and Optimization Methods

Some of the commonly used activation functions in neural networks are hyperbolic

sine, hyperbolic cosine, hyperbolic tangent, Sigmoid function, ReLU (rectified linear unit).

Any neural network consisting of three or more hidden layers is known as a deep neural

network or deep network. In this case, the machine learning algorithm is referred to as

deep learning. Convolutional neural networks (CNN) is an example of a deep network

that is efficient in recognizing patterns in images and videos. The image filters designed

to extract a series of features in an image are the key elements of CNNs. A pooling layer

is used after the convolution with the filters to reduce the dimension of the matrices. The

photonic applications discussed in this dissertation utilize CNNs. Finally, the output layer,

equipped with a function like Softmax, reduces the available output classes to a probability

distribution.

2.4 Summary

In this chapter, I reviewed fundamental concepts of quantum optics. I began the chap-

ter by discussing basic concepts behind the quantization of electromagnetic fields. Then I

discussed various states of light that will be used in the next chapters. More specifically,

I discussed Fock states, vacuum states, coherent states, thermal states, squeezed vacuum

states, and displaced-squeezed vacuum states. For each case, the Fock state decomposition,

Wigner function representation, photon statistics, and other relevant information are dis-

cussed. Furthermore, I discussed spatial modes of light and other structured fields of light.
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In particular, I discussed orbital angular momentum modes of light, Laguerre-Gaussian,

and Hermite-Gaussian modes. Last but not least, I discussed basic ideas behind artifi-

cial intelligence and machine learning. Moreover, different machine learning approaches,

common activation functions, optimization methods are discussed. Finally, I discussed the

artificial neural networks as a computational model that utilizes the machinery described

previously. We will be utilizing artificial neural networks, convolutional neural networks in

particular, in a number of smart quantum photonic technologies.
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Chapter 3
Novel Theoretical Methods in Quantum Metrology

The advantages that quantum technologies have to offer rely on the efficient generation

and measurement of various quantum states. The precision of parameter estimation in

optical interferometry, in particular, strongly depends on the input states and measure-

ment strategies. As discussed in Chapter 2, different states of light have their own photon

statistics, quadrature fluctuations, photon number fluctuations, and other noise character-

istics. In this chapter, first, I discuss the phase sensitivity of an SU(1,1) interferometer

with coherent and dispaced-squeezed vacuum states as inputs. Parity and on-off detec-

tion schemes are utilized to achieve the sub-shot-noise limited phase sensitivity. Towards

the end of this chapter, I discuss a novel squeezed light detection technique that uses the

spatial correlation on camera images. This new detection technique can be viewed as an

alternative to the experimentally tedious balanced homodyne detection.

3.1 Background and Motivation

The most common scheme used in quantum metrology is the Mach-Zehnder interfer-

ometer (MZI) which uses the interference of two light fields as a tool to gain access to the

parameter phase shift. It consists of two 50:50 beamsplitters as shown in Figure 3.1. Two

input states at port A and port B get mixed in the first beamsplitter before they encode

the phase shift (φ) represented by the sample. The parameter φ, in this case, is the relative

phase shift between the two arms. The second beamsplitter, combined with a suitable

detection strategy, is also viewed as a decoder of information.

The Jordan-Schwinger representation [82] is an easy way to understand how an MZI

works, which describes the phase estimation process in terms of angular momentum op-

erators Ĵx = 1
2(â†b + b̂†a), Ĵy = 1

2(b̂†a − â†b), Ĵz = 1
2(â†a − b̂†b). These operators satisfy

Some of the contents of this chapter previously appeared in publications Adhikari, Sushovit, et al.
“Phase estimation in an SU(1,1) interferometer with displaced squeezed states,” OSA Continuum 1, 438-
450 (2018) and Matekole, Elisha S., et al. “Quantum-Limited Squeezed Light Detection with a Camera,”
Physical Review Letters 10, 125(11): 113602 (2020). The corresponding permission and reuse statements
are shown in Appendix B.1 and Appendix B.2, respectively.
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Figure 3.1: Schematic diagram of the Mach-Zehnder Interferometer (MZI). It consists of
two optical arms A and B which are designed to enable the detection and estimation of
the phase shift or small change in arm length with the help of interference of two input
electromagnetic fields. Two optical fields are mixed in the first beamsplitter. One of the
two beams emerging from the first beamsplitter interacts with the sample or parameter of
interest before mixing up in the second beamsplitter with the other field.

the usual angular momentum commutation relations [83]. The interaction of input states

with the linear optical elements is interestingly defined as a rotation in abstract spin space.

The MZI is also called a SU(2) interferometer because the operations are equivalent to

SU(2) rotation group [84]. For example, action of beamsplitter is characterized by π
2 rota-

tion around x−axis i.e. exp
(
−iπ2 Ĵx

)
, and phase shifter is described as the roation around

z−axis by angle φ i.e. exp
(
−iφĴz

)
. With this definition of intensity difference measure-

ment n̂a − n̂b = 2Ĵz, we can use simple error propagation technique to obtain the phase

sensitivity: (∆φ)2 = (∆Ĵz)2∣∣∣∣ d〈Ĵz〉dφ

∣∣∣∣2 .

If we inject coherent state (|α〉) in mode A and vacuum (|0〉) state in mode B, the

minimum phase sensitivity of MZI is 1√
n̄

where n̄ represents the average number of input

photons (n̄ = |α|2). This limit is called the shot-noise limit (SNL) which is the ultimate
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limit for classical measurements. This results from the Poissonian nature of photon num-

ber distribution in the coherent state. On the surface, it seems that we can achieve any

phase sensitivity just by cranking up the power of the laser. However, experimentally,

higher power results in larger photon fluctuations than the improvement in phase sensitiv-

ity. Therefore, it is very important to squeeze the inherent quantum noise of the state of

light [85, 86]. Nevertheless, we can beat this classical limit by using quantum resources like

squeezed states. Caves [87] in 1981 showed that it is possible to bring down the sensitivity

to 1
n̄2/3 if we inject displaced-squeezed vacuum (DSV) with average photon number n̄

2 in the

port B of MZI. This led to a surge of attention towards the sub-shot-noise limited measure-

ment schemes. It was later in 1984 [88], it was shown that the two-mode-squeezed vacuum

in MZI gives the sensitivity of 1
n̄
, which is called Heisenberg limit (HL). This is named so

because of the fact that this limit is derived from uncertainty relation ∆n∆φ ≥ 1. Further-

more, a dual Fock state input was shown to achieve Heisenberg limited phase sensitivity in

1993 [89]. In subsequent papers [86, 90, 91], a two-mode special Fock state which is highly

entangled called N00N state was shown to achieve Heisenberg sensitivity. However, none of

these limits are the ultimate quantum limits. The shot-noise limit and Heisenberg limit are

dependent on how we decode the encoded information through measurement strategies.

Therefore, it is important to discuss quantities like Fisher Information and Cramèr-Rao

bound (CRB) which allow us to discover the ultimate limits for a given set of inputs and

the interferometric scheme.

Let us assume that a measurable quantity M̂ is a function of the parameter φ that we

want to estimate as precisely as possible. That means, in some way the information about

φ is stored in the measurable quantity M̂ . Assuming x the possible measurement outcomes,

p(x|φ) denotes the probability of measuring value x, given the unknown parameter is φ.

The major goal in estimation theory is to construct an unbiased estimator φ̃(x) which

converges to any actual value of φ when the number of trials is large, i.e.
∫
p(x|φ)φ̃(x) = φ.

The lower bound on the uncertainty of the parameter φ is given by Cramèr-Rao Bound
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CRB [92]. It is defined at some optimal value φ0 as

CRB = (∆φ̃)2|φ0 ≥
1

Fcl|φ0

, (3.1)

where Fcl is the Classical Fisher Information (CFI) [93, 94] which is defined as,

Fcl =
∫ 1
p(x|φ)

(
dp(x|φ)
dφ

)2
dx =

∫ (
d

dφ
ln p(x|φ)

)2
dx. (3.2)

The problem with CRB is that it is dependent on the kind of input states and detection

scheme being used. CRB gives a lower bound on the uncertainty, however, it is unclear

when the bound is attainable. That is why sometimes CRB is called “too ambitious”

bound. The most important bound in the quantum parameter estimation is the Quantum

Cramèr-Rao Bound (QCRB). QCRB is the ultimate bound, which is attainable with at

least some measurement scheme.

QCRB = (∆φ̃)2 ≥ 1
FQ

, (3.3)

where, FQ is called the Quantum Fisher Information (QFI) [95, 96] which is defined as,

FQ = Tr(ρφL2
φ), (3.4)

where, Lφ denotes the symmetric logarithmic derivative (SLD). For pure states, QFI takes

a simpler form: FQ = 4(〈ψ̇φ|ψ̇φ〉 − |〈ψ̇φ|ψφ〉|2).

In this chapter, I discuss a nonlinear interferometric scheme utilizing coherent and

displaced-squeezed vacuum as the input states. Furthermore, parity measurement and on-

off detection strategies are used in the scheme. The sensitivities of the measurements are

compared with the limits such as SNL, HL, and QCRB, discussed in this section.
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3.2 SU(1,1) Metrology with Displaced Squeezed Light

The central task of quantum metrology is to estimate a physical parameter as precisely

as possible using quantum mechanical resources like squeezing and entanglement. Improv-

ing the sensitivity of phase measurement has huge significance in applications ranging from

low photon phase-contrast microscopy to large-scale applications like LIGO (Laser Inter-

ferometer Gravitational-Wave Observatory) [97, 98]. In this section, I present an SU(1,1)

interferometric scheme with coherent state and displaced-squeezed vacuum (DSV) state as

inputs, and parity detection and on-off detection or click detection as the measurement

strategies. The SU(1,1) metrology scheme with parity detection approaches the Heisen-

berg limit with the increase in squeezing strength. Furthermore, a sub-shot-noise limited

sensitivity of phase estimation is reported for on-ff detection as well for some values of

squeezing strength.

Figure 3.2: Schematic diagram of SU(1,1) interferometer. It consists of two optical para-
metric amplifiers (OPA) which differ in phase by π. The goal of this interferometric scheme
is to estimate the parameter φ as precisely as possible. This figure is reprinted from OSA
Continuum. 2018 Oct 15;1(2):438-50, with the permission of Optical Society of America
Publishing.

A SU(1,1) interferometer is constructed by replacing the beamsplitters with nonlinear

crystals. Physically, the nonlinear crystals represent the four-wave-mixing (FWM) or opti-

cal parametric amplification (OPA) process. The naming of this interferometer comes from

the fact that the transformations involved in this scheme characterize the SU(1,1) group.
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SU(1,1) interferometer is very similar to MZI in the sense that the first OPA encodes the

phase information φ and the second OPA helps to decode the information through measure-

ments. This type of interferometry was first proposed by Yurke et al. in 1986 [84] building

upon the works published in the preceding year [99]. They showed that the SU(1,1) interfer-

ometer, as shown in Figure 3.2, can achieve phase sensitivity as high as 1/
√
n̄(n̄+ 2) with

just the vacuum states on each input arm. However, the low signal-to-noise ratio presented

a significant experimental challenge at the time, which was later remedied by modifying the

input states and measurement strategies. Furthermore, SU(1,1) interferometry has gained

considerable theoretical and experimental attention in the last few years. Plick et al. [100]

used a modified scheme using coherent states in both input arms of the interferometer and

showed a sub-shot-noise scaling of the phase sensitivity, which was later experimentally

demonstrated in reference [101]. Lately, there have been a series of efforts to improve the

measurement sensitivity of the SU(1,1) interferometer through various detection strategies

and input states of light. Li et al. used a combination of a coherent state and a squeezed

vacuum state, with homodyne measurement, to reach HL sensitivity [102]. Later, Li et al.

modified the detection strategy to parity measurement and showed Heisenberg-like scaling

in the optimal case [103]. There are few other variants of SU(1,1) interferometers such as

truncated SU(1,1) are proposed that utilize a single nonlinear crystal and apply homodyne

detection in both the output modes [104, 105]. In this chapter, I discuss a symplectic

theoretical model to describe the SU(1,1) interferometer and dive deeper into our SU(1,1)

scheme utilizing coherent and DSV state as input states, and parity and on-off as detection

strategies. The on-off detection is relatively more resilient compared to the parity detection

against experimental photon loss. In addition, on-off detection is easier to implement into

an experiment as it doesn’t require a photon number resolving detector.

3.3 Symplectic Formalism for SU(1,1)

Symplectic formalism is also called characteristic-function formalism. It utilizes the

field quadrature transformations instead of the transformation of annihilation and creation
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operators or so-called mode operators. This technique is very useful for the states of light

that are Gaussian in phase-space representation. The Gaussian states include vacuum state,

coherent state, squeezed vacuum state, displaced-squeezed vacuum state, thermal state, etc.

For Gaussian states, transforming the first and second moment of the quadrature operators

is sufficient to describe the evolution of the states of light in an optical system. Nevertheless,

it is possible to handle non-Gaussian states through an inverse transformation but is not

as intuitive as it is for Gaussian states.

Let us denote the quadrature operators representing the input states by X̂a0, P̂a0, X̂b0,

P̂b0, which are mathematically expressed as,

X̂ak = 1
2(âk + â†k), P̂ak = 1

2i(âk − â
†
k), (3.5)

with â, â† representing the annihilation and creation operators for the corresponding modes.

Similarly, k = 0, 1, 2 in the subscript represent the initial, intermediate, and final stages in

the interferometer as shown in Figure 3.2. Likewise, a and b in the subscript represent the

arms A and B of the interferometer respectively. For the purpose of matrix transformation

of mean and covariance of the initial quadrature operators, they are represented in matrix

form as below:

X̄0 =

X̄a0

X̄b0

 and Γ0 =

Γa0 0

0 Γb0

 . (3.6)

Individually, the mean and covariance of a single-mode field (mode A) are simply

represented as X̄a =
(
〈X̂a〉
〈P̂a〉

)
, and Γa =

(
2(〈X̂2

a〉−〈X̂a〉2) 〈X̂aP̂a+P̂aX̂a〉−2〈X̂a〉〈P̂a〉
〈P̂aX̂a+X̂aP̂a〉−2〈P̂a〉〈X̂a〉 2(〈P̂ 2

a 〉−〈P̂a〉2)

)
, re-

spectively. For a two mode optical system, the mean is 4 × 1 matrix and covariance is a

4× 4 matrix. The simplicity of symplectic transformation allows us evolve these matrices

through our optical system to calculate various output quantities. I will, first, define mean

and covariance matrices for five main states of light that are relevant to our calculations in

this chapter.
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1) Vacuum state:

X̄ =

0

0

 and Γ = 1
2

1 0

0 1

 . (3.7)

2) Thermal state:

X̄ =

0

0

 and Γ = 1
2

(2nth + 1) 0

0 (2nth + 1)

 . (3.8)

3) Coherent state:

X̄ =

α cos(ϕ)

α sin(ϕ)

 and Γ = 1
2

1 0

0 1

 . (3.9)

4) Squeezed vacuum state:

X̄ =

0

0

 and Γ = 1
2

cosh(2r)− cos(θ) sinh(2r) − sin(θ) sinh(2r)

− sin(θ) sinh(2r) cosh(2r) + cos(θ) sinh(2r)

 (3.10)

5) Displaced-squeezed vacuum state:

X̄ =

α cos(ϕ)

α sin(ϕ)

 and Γ = 1
2

cosh(2r)− cos(θ) sinh(2r) − sin(θ) sinh(2r)

− sin(θ) sinh(2r) cosh(2r) + cos(θ) sinh(2r)


(3.11)

So far, I have discussed how to define and prepare the input mean and covariance matrices.

To carry out the theoretical calculations using the phase-space variables, the operators like

beamsplitter, phase-shifter, two-mode-squeezer need to be defined in the phase-space.
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Beamsplitter with transmittivity T :

BS(T ) =



√
T 0

√
1− T 0

0
√
T 0

√
1− T

√
1− T 0 −

√
T 0

0
√

1− T 0 −
√
T


(3.12)

Two-mode-squeezer:

TMS(g, ψ) =



cosh(g) 0 cos(ψ) sinh(g) sin(ψ) sinh(g)

0 cosh(g) sin(ψ) sinh(g) − cos(ψ) sinh(g)

cos(ψ) sinh(g) sin(ψ) sinh(g) cosh(g) 0

sin(ψ) sinh(g) − cos(ψ) sinh(g) 0 cosh(g)


(3.13)

Phase-shift in upper mode (A) or lower mode (B):

PSa(φ) =



cos(φ) − sin(φ) 0 0

sin(φ) cos(φ) 0 0

0 0 1 0

0 0 0 1


and PSb(φ) =



1 0 0 0

0 1 0 0

0 0 cos(φ) − sin(φ)

0 0 sin(φ) cos(φ)


(3.14)

Phase-shift in both modes A and B:

PS(φ) =



cos(φ) − sin(φ) 0 0

sin(φ) cos(φ) 0 0

0 0 cos(φ) − sin(φ)

0 0 sin(φ) cos(φ)


(3.15)

The nonlinear crystal OPA in SU(1,1) interferometer is mathematically represented

by TMS matrix (operator). Note: the second OPA is phase-shifted by π relative to the
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first OPA. The matrix S represents the evolution operator which connects the mean and

covariance of input states to the mean and covariance of output states.

S = SOPA2 · Sφ · SOPA1 = TMS(g, ψ → 0) · PSa(φ) · TMS(g, ψ → π) (3.16)

The output mean and covariance matrices are given by

X̄2 = S · X̄0 and Γ2 = S · Γ0 · S†, (3.17)

which in fact represent the output states of light. We utilize these pair of evolved matrices

to perform measurements at the output port. In order to decode the phase-shift information

φ encoded in the evolved states of light, a variety of measurement strategies are employed.

The sensitivity with which the parameter can be decoded also depends on the choice of

measurement strategy.

3.4 Sensitivity of Phase Estimation

After the theoretical formalism, it is time to discuss the results of our proposed metrol-

ogy scheme. First of all, I will discuss the phase sensitivity of the SU(1,1) interferometer

using parity measurement. Since parity is a single-mode parameter, we obtain the Wigner

function of the output state at the second output mode, denoted as mode b̂2 in Figure 3.2.

The parity, by definition, refers to the probability of detecting an even number of photons.

The eigenvalue of the parity operator is 1 for an even number of photons detected and −1

for the odd number of photons detected at the output port. In general, parity signal gives

the statistics about the odd and even number of photons Π̂ = (−1)n̂ = (−1)b̂†2b̂2 . As such,

this measurement strategy requires a photon-number-resolving detection. However, there

is a simpler way to measure the parity signal using the Wigner function approach. For this
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particular metrology scheme, we calculate the Wigner function at the output mode B as,

W (Xb, Pb) =
exp

(
−(−→X − X̄2)T · (Γ2)−1 · (−→X − X̄2)

)
πN
√

Det (Γ2)
, (3.18)

where N denotes the number of modes (N=1 in this case). Note: the evolved mean and

covariance used in this equation are the reduced one-mode matrices. The reduction is

physically equivalent to tracing out one of the modes. In phase-space representation, the

first mode (mode A) can be easily traced out by extracting only the fourth quadrant

submatrix of Γ2. Similarly, the first quadrant is extracted to trace out the second mode

(mode B). The Wigner function, thus obtained, can be utilized to calculate the expectation

0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

r

0

0.005
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0.025
Parity-Coherent and DSV

Heisenberg Limit

Figure 3.3: The effect on the phase sensitivity with the increase in the squeezing parameter
r of the displaced-squeezed vacuum (DSV) state. The Heisenberg Limit (HL) (blue) is also
plotted for the comparison. Plotted with n1 = 16 (mean photon number of the coherent
state in mode A), n2 = 4 (mean photon number of the local oscillator used to produce the
DSV), g = 2 (squeezing strength of the either optical parametric amplifier (OPA)). This
figure is reprinted from OSA Continuum. 2018 Oct 15;1(2):438-50, with the permission of
Optical Society of America Publishing.
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value of the parity operator as 〈Π̂b〉 = π
2W (0, 0) [106, 107, 108]. This elegant mathematical

tool allows us to access the parity signal relatively easily in theories and experiments both.

The expectation value of 〈Π̂2
b〉 is always 1. This property of the parity operator further

simplifies our task of estimating the phase sensitivity of SU(1,1) interferometer with parity

detection.

∆φ = 〈∆Π̂b〉
|∂〈Π̂b〉
∂φ
|

=

√
〈Π̂2

b〉 − 〈Π̂b〉2

|∂〈Π̂b〉
∂φ
|

=

√
1− 〈Π̂b〉2

|∂〈Π̂b〉
∂φ
|

(3.19)

Before discussing the results of our interferometric scheme, I will first define the SNL

and HL applicable to this particular case. In equations 3.20 and 3.21, n̄1 is the average

photon number in coherent state in the first arm. Similarly, n̄2 and n̄ξ = sinh2 (r) are

the average photon number in the displaced and squeezed part of the DSV, with r being

the squeezing parameter. And lastly, n̄opa = 2 sinh2 (g) is the average photon number of

the two-mode squeezer, or equivalently, the OPA, and g is the squeezing strength. We

assume the internal phase ϕ = 0 for both the coherent and DSV state. In addition, the

squeezing angles θ = 0, and ψ = 0 were chosen in this entire calculation. The shot-noise

and Heisenberg limits for our metrology scheme are given by

∆φSNL = 1√
n̄Total

= 1√
(n̄1 + n̄2 + n̄ξ)(1 + n̄opa) + n̄opa + 2

√
n̄1n̄2n̄opa(n̄opa + 2)

, (3.20)

∆φHL = 1
n̄Total

= 1
(n̄1 + n̄2 + n̄ξ)(1 + n̄opa) + n̄opa + 2

√
n̄1n̄2n̄opa(n̄opa + 2)

, (3.21)

where the symbols represent the quantities defined above.

In Figure 3.3, the phase sensitivity of our SU(1,1) scheme with the parity as the de-

tection strategy is plotted. The figure shows the variation of the phase sensitivity against

the squeezing parameter r of the DSV. Remarkably, the sensitivity of phase estimation of

our SU(1,1) scheme approaches the HL for higher values of r > 2. Similarly, in Figure 3.4,

the sensitivity of our scheme is plotted against g and compared with the benchmarks SNL

and HL as defined by equations 3.20, and 3.21, respectively. The figure shows that the

41



0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

g

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1
Parity-Coherent and DSV

Shot Noise Limit

Heisenberg Limit

Figure 3.4: Phase sensitivity as a function of the squeezing strength g of the optical
parametric amplifier (OPA). The sensitivity with coherent and displaced-squeezed vac-
uum (DSV) (pink) is obtained by numerically optimizing φ. The HL (blue) and SNL (red)
plotted for the sensitivity comparison. Plotted with n̄1 = 16 (mean photon number of the
coherent state in mode A), n̄2 = 4 (mean photon number of the local oscillator used to
produce the DSV), r = 2 (squeezing strength of the DSV state). This figure is reprinted
from OSA Continuum. 2018 Oct 15;1(2):438-50, with the permission of Optical Society of
America Publishing.

near-HL sensitivity is possible by tuning up the gain value of OPA. The phase sensitivity

∆φ approaches the HL for values g > 2.

Now, let us discuss our proposed SU(1,1) metrology scheme with on-off detection. The

on-off detection is also called a bucket detector or click detector. It can only discriminate

the presence of a photon from an absence. However, this detection can not differentiate one

photon from more than one photon. The on-off detection can be applied to our existing

mathematical setup by utilizing the output covariance matrix (Γ2). We use the following

equations to calculate the probability of detecting non-zero photons (Pon), and CFI (F )

and hence the phase sensitivity (∆φ) [109, 94].

Pon = 1− 2√
det(Γ + I)

(3.22)
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Figure 3.5: Phase sensitivity with coherent and displaced-squeezed vacuum (DSV) state
using on-off detector. The sensitivity (green) is obtained by numerically optimizing φ from
the classical Cramèr-Rao Bound (CRB). The Shot-noise-limit (SNL) and Heisenberg Limit
(HL) are shown in red and blue color respectively. Plotted with n̄1 = 16 (mean photon
number of the coherent state in mode A), n̄2 = 4 (mean photon number of the local
oscillator used to produce the DSV), r = 2 (squeezing strength of the DSV state). This
figure is reprinted from OSA Continuum. 2018 Oct 15;1(2):438-50, with the permission of
Optical Society of America Publishing.

F =
∑ 1

Pon

(
dPon

dφ

)2

and ∆φ ≥ 1/
√
F (3.23)

Despite having tremendous advantages in phase estimation, parity detection is ex-

perimentally challenging. Moreover, it is very sensitive to the effects like thermal noise,

photon loss, scattering, etc. In addition, the parity measurement, in general, requires a

photon-number-resolving detector (PNRD). These detectors are very costly and difficult to

implement in an experimental setup. However, we have developed a simplified technique to

resolve the photon numbers at a low-light-level only, which will be used in the next chapter.

We implement a simple detection scheme that gives sub-shot-noise phase sensitivity using

on-off detectors. In the literature, we have seen that a homodyne detection is superior

in performance. But, it is a resource-intensive and complicated detection strategy. This

further reiterates the importance of having a more realistic scheme such as ours. Figure 3.5
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shows the sensitivity of our scheme using an on-off detector. We can see that sub-shot-noise

sensitivity can be achieved for g < 2. Thus, if only sub-shot-noise sensitivity is desired for a

particular application, our simple setup with an on-off detector will suffice, without having

to use complicated detection strategies like PNRD, homodyne, and parity.

3.5 Novel Squeezed Light Detection with Camera

As discussed earlier in Chapter 2, squeezed light is a quantum state of light that

shows suppressed or squeezed quadrature fluctuations. Due to the Heisenberg uncertainty

principle, it is not possible to squeeze both the quadrature fluctuations simultaneously.

The squeezing of one quadrature is done at the expense of the other quadrature. Numerous

methods for the generation of squeezed light have been developed, based on a variety of

nonlinear materials [16, 110]. The common ones utilize parametric down-conversion in

nonlinear crystals [111, 112], although atom-based sources based on a polarization self-

rotation effect [113, 114, 115] and four-wave mixing [116, 117] are also being pursued.

UBBS

BD

PS

Camera

𝜑

Figure 3.6: Schematic diagram of the proposed squeezed light detection scheme. A squeezed
vacuum state |ξ〉 is displaced by a strong pump |α〉 with the help of a highly unbalanced
beamsplitter (UBBS). The phase of the resultant displaced-squeezed vacuum (DSV) state
is controlled by a tunable phase-shifter (PS). One of the output beams from UBBS is
dumped using a beam dumper (BD). A large number of spatial profiles of the other beam
are recorded with a high-efficiency camera.

Quadrature squeezing is an interesting quantum property of light fields which has

been extensively utilized in quantum metrology (such as the one discussed earlier in this

chapter) [16, 88, 91], continuous-variable quantum communication protocols [118, 119],

large scale parameter estimation like LIGO [97, 98], quantum imaging below the shot-noise

limit [120, 121, 122]. However, the degree of utility of squeezed light depends on our ability
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to reliably measure them. Conventionally, squeezed light and the squeezing strength is

measured using a balanced homodyne method [123]. But the conventional methods to

detect the squeezed light are cumbersome and resource-intensive. Indeed, this is identified

as one of the hurdles to effectively utilize this intriguing quantum property of light in

various applications.

Figure 3.7: Theoretical plots of photon-number variance. (a) The photon number variance
of displaced-squeezed vacuum (DSV) state is plotted agaist the phase ϕ. The phase angle
ϕ = 0 represents the squeezed light and ϕ = π/2 represents the anti-squeezed light. The
shot-noise limit is shown with the dotted-black line. Parametric plot of variance versus
mean-photon number (as functions of η) for squeezed light and anti-squeezed light are
depicted in (b) and (c) respectively. The shot-noise limit is also shown in all the subplots
for comparison.

In this section, I will discuss our novel technique to measure the squeezing strength of a

quadrature squeezed light. First of all, we displace a squeezed vacuum state (|ξ〉a) by mixing

a strong pump (|α〉b) in an unbalanced beamsplitter having small reflectivity as shown in

Figure 3.6. We utilize a tunable phase shifter (PS) to induce a variable phase ϕ in the output

DSV state (|αeiϕ, ξ〉). The proposed scheme can measure the squeezing strength of the

squeezed light (|ξ〉) by utilizing the correlations in the camera images. This novel technique

is very simple to implement in an experiment unlike the conventional homodyne detection

method. Let’s begin by studying the photon fluctuations of the displaced-squeezed vacuum

state theoretically. The following equation is derived for the photon-number fluctuation

(variance) in a DSV state,

〈
∆n̂2

〉
= n̄α + 2n̄αn̄s + 2n̄s + 2n̄2

s − 2 cos (2ϕ) n̄α
√
n̄s (1 + n̄s), (3.24)
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where n̄s = sinh2(r) represents the mean-photon number in the squeezed vacuum state

|ξ〉. Similarly, n̄α = |α|2 denotes the mean-photon number in the coherent state (pump)

that is used to displace the squeezed vacuum state. The symbol ϕ represents the variable

phase value induced in the DSV state. The equation 3.24 is plotted in Figure 3.7(a), which

shows the variation of photon-number fluctuation with the phase of a DSV state. Since,

we are only interested to measure the squeezing strength, for the further investigation, we

choose the phase angles ϕ = 0 and ϕ = π/2 that represent the squeezed and anti-squeezed

light, respectively. In order to allow for the mean-photon number control, we place a

tunable neutral density (ND) filter of transmissivity η before the camera. The effect of ND

filter in mean-photon 〈n̂〉 number and photon fluctuation 〈∆n̂2〉 are given by following two

equations,

〈n̂〉 = η (n̄α + n̄s) and〈
∆n̂2

〉
= 1

2η {2n̄α (1 + n̄s) + n̄s (2 + n̄s) −4ηn̄α
√
n̄s (n̄s + 1) cos(2ϕ)

+n̄s (1 + 2n̄α + 2n̄s) (2η − 1)} ,

(3.25)

where the symbols denote the quantities just discussed. The parametric plots of variance

versus the mean-photon number as a function of transmissivity (η) for ϕ = 0 and ϕ = π/2

are depicted in Figure 3.7(b) and 3.7(c), respectively.

I will now discuss our simulation methods to measure the squeezing strength. In order

to demonstrate our method, we simulate the experiment of measuring squeezed state with a

camera. In short, a photon number is randomly picked, according to the DSV state photon

statistics. The photons are distributed to 32 × 32 camera pixels. After repeating the

simulation N times, the intensity and variance are computed for each pixel. The variance

can be plotted as a function of intensity where each point in the plot is represented by a

different pixel. To increase the precision of the results (without adding more data), one can

integrate or group pixels. It can be done in many ways, and here we choose to integrate over

many pixels such that the first point is the first pixel, the second point sums over the first
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(a) (b)

Figure 3.8: Theoretical prediction and simulation results for the squeezed light detection.
(a) The simulation results of the photon number fluctuation (variance) in anti-squeezed
light (ϕ = π/2) as a function of the intensity. The plotted results are obtained after the
104 iterations. (b) The simulation results for squeezed light (ϕ = 0). In both cases, the
results are shown after integrating over pixels. The corresponding theoretical lines are also
plotted for comparison. The state parameters are; n̄α = 106 and n̄s = 1. The solid black
line is a fit to second-order polynomial, and the dashed red line is the theoretical relation.
The figure demonstrates an excellent agreement between our theory and simulations. This
figure is reprinted from Physical Review Letters. 2020 Sep 10;125(11):113602, with the
permission of APS Publishing.

two pixels, the third on three, and so on. The last point sums over all of the pixels. The

simulated values of photon-number variance are plotted against the mean-photon number

in Figure 3.8. Figure 3.8(a) and 3.8(b) show the cases of anti-squeezed and squeezed light,

respectively. We can see that our numerical simulation results agree with the analytical

results very well. This demonstrates that the amount of squeezing can be estimated from

the first two moments (mean and variance) of the photon statistics obtained from the

camera. We show that our method does very well, and is quantum-limited.

3.6 Summary

For several centuries, scientists have been trying to increase the precision of measure-

ments. In the field of optical metrology, there has been an enormous interest in improving

the sensitivity of parameter estimation beyond the classical limit called the shot-noise limit.

Several seminal papers have been published since the 1970s that are aimed at pushing the
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limits of phase estimation using optical interferometry. However, the proposed schemes

were not experimentally feasible with the available technology at the time. Since 2000, the

focus has significantly shifted towards building applications that require experimentally

feasible input states and detection strategies. In an attempt to make SU(1,1) metrology

experiment-friendly and sensitive, I discussed our theoretical study on a SU(1,1) metrol-

ogy scheme which uses two bright sources (coherent state, and displaced-squeezed vacuum

state) and a simple detection strategy on-off.

In this chapter, I first discussed the historical context of optical metrology and methods

employed in MZI to push the phase sensitivity beyond SNL and HL. I laid out a detailed

account of symplectic formalism for the Gaussian states. Furthermore, I showed how the

quadrature mean and covariance can be used to simulate an optical system. Applying

the symplectic formalism, I calculated the output Wigner function using the evolved mean

and covariance. I utilized a property of the Wigner function to perform parity measure-

ment, estimating the phase sensitivity of SU(1,1) interferometer with coherent states and

displaced-squeezed vacuum states as the inputs. In addition to parity measurement, I

presented the results of our SU(1,1) scheme with the on-off detection strategy. The on-

off detection is very simple and less susceptible to effects like photon loss and thermal

noise. Remarkably, we show a sub-shot-noise sensitivity of phase estimation by just using

a click detector. In addition, I discussed our novel squeezed light detection technique which

is simpler and faster compared to the conventional balanced homodyne techniques. Our

technique only requires an unbalanced beamsplitter and a high-efficiency charge-coupled

device (CCD) camera with high frame rates. This novel method exploits correlations in

camera images to measure the squeezing strength of a squeezed light field. The theoretical

and numerical simulation results presented in this chapter show an excellent agreement.

The proposed technique is not only simple but also remarkably accurate.
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Chapter 4
Smart Light Source Identification

The classification and characterization of light sources are very important capabilities

for multiple photonic technologies. As discussed in Chapter 2, various states of light are

characterized by unique Wigner functions, photon statistics, statistical fluctuations, and

correlation properties in multipartite systems. Even though it seems relatively straight-

forward theoretically, the experimental characterization of states of light is a challenging

problem that requires a large number of measurements. More precisely, the conventional

techniques to classify the light sources requires hundreds of thousands of measurements.

The identification of light sources becomes even harder when the mean photon numbers

of the light fields are very low. The performance of many quantum photonic applications

depends on our ability to perform single-photon-level measurements and efficient character-

ization of light sources. With the emergence of important quantum photonic technologies,

the problem of identifying light sources has been even more relevant lately. In this chapter,

I discuss our efforts to take a smart approach to this challenging problem, where we uti-

lize the self-learning and self-evolving features of artificial neural networks to identify the

coherent and thermal light sources at the single-photon level. We demonstrate a dramatic

reduction in the number of measurements required to efficiently discriminate the two light

sources. In addition, we demonstrate similar performance with naive Bayes classifiers. Our

work has important implications for multiple photonic technologies such as LIDAR and

microscopy operating in the low-photon regime. This work has attracted a lot of attention

from the quantum photonics and quantum optics community which is evident from the fact

that a lot of similar and follow-up works have been published recently. We believe that this

new research direction will eventually yield several smart quantum photonic technologies

operating at the single-photon level.

Some of the contents of this chapter previously appeared in publication You, Chenglong, et al. “Iden-
tification of light sources using machine learning,” Applied Physics Reviews, 7(2):021404, (2020). The
corresponding permission and reuse statements are shown in Appendix B.3.
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4.1 Background and Motivation

The underlying statistical fluctuations of the electromagnetic field have been widely

utilized to identify diverse sources of light [25, 29]. In this regard, the Mandel parameter

constitutes an important metric to characterize the excitation mode of the electromag-

netic field and consequently to classify light sources [124]. Similarly, the degree of optical

coherence has also been extensively used to identify light sources [124, 28, 125]. Despite

the fundamental importance of these quantities, they require large amounts of data which

impose practical limitations [126, 127, 128]. This problem has been partially alleviated by

incorporating statistical methods, such as bootstrapping, to predict unlikely events that

are hard to measure experimentally [127, 128]. Unfortunately, the constraints of these

methods severely affect photonic technologies for metrology, imaging, remote sensing, and

microscopy [129, 130, 131, 132, 133].

The potential of machine learning has motivated novel families of technologies that

exploit self-learning and self-evolving features of artificial neural networks to solve a large

variety of problems in different branches of science [79, 134]. Conversely, quantum mechani-

cal systems have provided new mechanisms to achieve quantum speedup in machine learning

[134, 135]. In the context of quantum optics, there has been an enormous interest in utiliz-

ing machine learning to optimize quantum resources in optical systems [136, 137, 138]. As

a tool to characterize quantum systems, machine learning has been successfully employed

to reduce the number of measurements required to perform quantum state discrimination,

quantum separability and quantum state tomography [139, 70, 68].

Here, we demonstrate the potential of machine learning to perform discrimination of

light sources at extremely low-light levels. This is achieved by training artificial neural

networks with the statistical fluctuations that characterize coherent and thermal states of

light. The self-learning features of neural networks enable the dramatic reduction in the

number of measurements and the number of photons required to perform the identification

of light sources. Our experimental results demonstrate the possibility of using less than ten
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measurements to identify light sources with mean photon numbers below one. In addition,

we demonstrate similar experimental results using the naive Bayes classifier, which are

outperformed by our artificial neural network approach. Finally, we present a discussion

on how artificial neural networks can dramatically reduce, by several orders of magnitude,

the number of measurements required to discriminate signal photons from ambient photons.

This possibility has strong implications for the realistic implementation of LIDAR, remote

sensing, and microscopy.

4.2 Experimental Setup

Figure 4.1: Schematic representation of the experimental setup. A laser beam is divided
by a beam splitter (BS); the two replicas of the beam are used to generate light with
Poissonian (coherent) and super-Poissonian (thermal) statistics. The thermal beam of
light is generated by a rotating ground glass. Neutral density (ND) filters are utilized to
attenuate light to the single-photon level. Coherent and thermal light beams are measured
by superconducting nanowire single-photon detectors (SNSPDs). This figure is reproduced
from reference Applied Physics Reviews 7.2 (2020): 021404, with the permission of AIP
Publishing.
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As shown in Figure 4.1, we utilize a continuous-wave (CW) laser beam that is divided

by a 50:50 beam splitter. The transmitted beam is focused onto a rotating ground glass

which is used to generate pseudo-thermal light with super-Poissonian statistics. The beam

emerging from the ground glass is collimated using a lens and attenuated by neutral-density

(ND) filters to mean photon numbers below one. The attenuated beam is then coupled into

a single-mode fiber (SMF). The fiber directs photons to a superconducting nanowire single-

photon detector (SNSPD). The beam reflected by the beam splitter is used as a source

of coherent light. This beam, characterized by Poissonian statistics, is also attenuated,

coupled into an SMF, and detected by an SNSPD. The brightness of the coherent beam is

matched to that of the pseudo-thermal beam of light.

In order to perform photon counting from our SNSPDs, we use the surjective photon

counting method described in ref. [140]. The TTL pulses produced by our SNSPDs were

detected and recorded by an oscilloscope. The data was divided into time bins of 1 µs,

which corresponds to the coherence time of our CW laser. Voltage peaks above ˜0.5 V

were considered as one photon event. The number of photons (voltage peaks) in each time

bin was counted to retrieve photon statistics. These events were then used for training

and testing our one-dimensional convolutional neural network (1D CNN) and naive Bayes

classifier.

The probability of finding n photons in coherent light is given by Pcoh(n) = e−n̄(n̄n/n!),

where n̄ denotes the mean photon number of the beam. Furthermore, the photon statistics

of thermal light is given by Pth(n) = n̄n/(n̄ + 1)n+1. It is worth noting that the photon

statistics of thermal light is characterized by random intensity fluctuations with a variance

greater than the mean number of photons in the mode. As described by their photon num-

ber probability distributions, coherent light and thermal light are different. For coherent

light, the maximum of the photon-number probability sits around n̄. For thermal light,

the maximum is always at vacuum. However, when the mean photon number is low, the

photon number distribution for both kinds of light becomes similar. Consequently, it be-
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comes extremely difficult to identify one source from the other. The conventional approach

to discriminate light sources makes use of histograms generated through the collection of

millions of measurements [126, 128, 141, 142]. Unfortunately, this method is not only

time-consuming, but also imposes practical limitations.

We establish the baseline performance for our 1D-CNN by using the naive Bayes clas-

sifier. This is a simple classifier based on Bayes’ theorem [143]. Throughout this letter,

we assume that each measurement is independent. Moreover, we represent the measure-

ment of the photon number sequence as a vector x = (x1, ..., xk). Then, the probability of

this sequence generated from coherent or thermal light is given by p(Cj|x1, ..., xk), where

Cj could denote either coherent or thermal light. Using Bayes’ theorem, the conditional

probability can be decomposed as p(Cj|x) = p(Cj)p(x|Cj)/p(x). By using the chain rule

for conditional probability, we have p(Ck|x1, ..., xk) = p(Cj)
∏k
i=1 p(xi|Cj). Since our light

source is either coherent or thermal, we assume p(Cj) = 0.5. Thus, it is easy to construct

a naive Bayes classifier, where one picks the hypothesis with the highest conditional prob-

ability p(Cj|x). We used theoretically generated photon-number probability distributions

as the prior probability p(xi|Cj), and used the experimental data as the test data.

4.3 Computational Methods

The schematic diagram of the machine learning algorithm utilized in this smart quan-

tum technology is shown in Figure 4.2. This architecture of the neural networks is called

1D convolutional neural networks (1D CNN), which is a deep learning algorithm. The

beauty of this algorithm is that it can extract features or trends from a large volume of

data without having to specify any theoretical model. More specifically, we are utilizing

the 1D CNN to extract or recognize the features contained in a short segment of photon

number measurements, which are not accessible through the conventional methods. First

of all, our computational algorithm contains an input layer that accepts the photon statis-

tics obtained experimentally. In order to ease the training process, we divide the training

data into smaller batches of data points. In addition, we allocate a small fraction of the
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Figure 4.2: Schematic diagram of the computational algorithm: A schematic representation
of the one-dimensional convolutional neural network (1D-CNN) used in light source iden-
tification. This consists of a input layer, two convolution layers, two max-pooling layers, a
fully connected flattening layer, and a output softmax layer. ReLU (rectified linear unit)
is used as an activation function in each layer of this neural networks.This figure is repro-
duced from reference Applied Physics Reviews 7.2 (2020): 021404, with the permission of
AIP Publishing.

entire dataset for the testing purpose. The architecture consists of two convolutional lay-

ers each of which is immediately followed by a max-pooling layer. In the convolutional

layers, different filters are applied which help to highlight different features from the given

numerical sequences. The max-pooling layers are utilized to downsample the outputs from

convolutional layers, leading to a computational simplification by removing redundant and

unnecessary information. Finally, a fully-connected and a flattening layer precede the out-

put layer consisting of two softmax functions, which output the probability distribution of

the two labels “Coherent” and “Thermal”. It is important to note that we utilized ReLU

(rectified linear unit) as the activation function in each layer of the neural networks. In all

cases, we train the neural networks until 50 epochs.

4.4 Photon Statistics of Light Sources

As discussed in Chapter 2, different light sources are characterized by their photon

statistics, Wigner functions, g2(0), quadrature fluctuations, photon number fluctuations,
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etc. In this chapter, I am limiting our discussion on discriminating the thermal light

from the coherent light source. Naturally, they have different photon statistics and photon

number fluctuations. One would think that this should make the task of identification

relatively straightforward. However, the probability distribution of thermal light closely

resembles the Poisson statistics for a weak light field having a mean photon number below

1. The histograms reconstructed using the experimental data are shown in Figure 4.3.

In this figure, We compare the histograms for the theoretical and experimental photon

number distributions for different mean photon numbers n̄ = 0.40, 0.53, 0.67, and 0.77.

The bar plots are generated with one million measurements for each source; the curves

in each of the panels represent the expected theoretical photon number distributions for

the corresponding mean photon numbers. Fig. 4.3 shows excellent agreement between
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Figure 4.3: A set of histograms displaying theoretical and experimental photon number
probability distributions for coherent and thermal light beams with different mean photon
numbers. Our experimental results are in excellent agreement with theory. The photon
number distributions illustrate the difficulty in discriminating light sources at low-light
levels even when large sets of data are available
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theory and experiment which demonstrates the accuracy of our surjective photon counting

method. Furthermore, from Fig. 4.3 (a)-(d), we can also observe the effect of the mean

photon number on the photon number probability distributions.
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Figure 4.4: Probability distributions of coherent and thermal light, for varying dataset
sizes (10, 20, 50, 100, 10k). Data used here is randomly selected from of the measurement
presented in Figure 4.3(a). This figure is reproduced from reference Applied Physics Reviews
7.2 (2020): 021404, with the permission of AIP Publishing.

As shown in Figure 4.3 (a), it is evident that millions of measurements enable one to

discriminate two light sources. On the other hand, Figure 4.3 (d) shows a situation in which

the source mean-photon number is very low, which makes the discrimination of two light

sources very cumbersome even with millions of measurements. In realistic applications, we
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always have limited resources. In order to further illustrate the difficulty of identifying light

sources with the limited sets of data at low mean photon numbers, we plot the histograms

obtained with a small subset of the data. We pick the random subsets of 10, 20, 50, 100,

and 100000 data points from the large data set used in Figure 4.3(a). As shown in Figure

4.4, the photon number distributions obtained with a limited number of measurements do

not resemble those in the histograms shown in Fig. 4.3 (a), for both coherent and thermal

light beams.

4.5 Source Discrimination with Naive Bayes
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Figure 4.5: Overall accuracy of light discrimination vs the number of data points used in a
naive Bayes classifier. The curves represent the accuracy of light discrimination for n̄ : 0.40
(red line), n̄ : 0.53 (blue line), n̄ : 0.67 (green line), and n̄ : 0.77 (orange line). The error
bars are generated by dividing the test dataset into ten subsets. This figure is reproduced
from reference Applied Physics Reviews 7.2 (2020): 021404, with the permission of AIP
Publishing.

In Fig. 4.5, we show the overall accuracy for light source discrimination using the naive

Bayes classifier. As expected, the accuracy increases with the number of data points used

in a test sample. For example, when n̄ = 0.40, the accuracy of discrimination increases
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from approximately 72% to 88% as we increase the number of data points from 10 to 160.

It is worth noting that even with a small increase in the number of measurements, the

naive Bayes classifier starts to capture the characteristic feature of different light sources,

given by distinct sequences of photon number events. This is obvious since larger sets

of data contain more information pertaining to the probability distribution. Furthermore,

the mean photon number of the light field significantly changes the discrimination accuracy

profile. As the mean photon number increases, the overall accuracy converges faster towards

100% as expected. This is due to the fact that the photon number probability distributions

become more distinct at higher mean photon numbers.

4.6 Source Discrimination with 1-D CNN
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Figure 4.6: Overall accuracy of light discrimination vs the number of data points used
in a 1D-CNN. The curves represent the accuracy of light discrimination for n̄ : 0.40 (red
line), n̄ : 0.53 (blue line), n̄ : 0.67 (green line), and n̄ : 0.77 (orange line). The error
bars represent the standard deviation of the training epochs for 1D-CNN. This figure is
reproduced from reference Applied Physics Reviews 7.2 (2020): 021404, with the permission
of AIP Publishing.

The overall accuracy of light source discrimination with respect to the number of data
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points is shown in Figure 4.6. Using only 10 data points, the 1D-CNN leads to an average

accuracy between 65%-75% for n̄ = 0.40, whereas when using 160 points of data, the

accuracy is greater than 95%. The comparison of Fig. 4.5 and Fig. 4.6 reveals that the

1D-CNN outperforms naive Bayes classifier in general. Similar to naive Bayes classifier,

1D-CNN classifier accuracy increases with the number of data points and mean photon

numbers. However, there are some clear distinctions between the 1D-CNN and naive

Bayes classifier. The rate of convergence for the 1D-CNN classifier is significantly higher

than that of the naive Bayes classifier. For low mean photon numbers such as n̄ = 0.40,

the improvement in accuracy scales linearly for naive Bayes classifier, as opposed to almost

logistic growth that shows our 1D-CNN. Surprisingly, the accuracy for n̄ = 0.67 and n̄ =

0.77 overlaps; this shows that for a low mean photon number regime, the peak performance

for 1D-CNN saturates much faster than naive Bayes classifier. Despite the vital differences

between the performances of these two techniques at low mean photon numbers, they

demonstrate similar overall accuracy at n̄ = 0.77. These results suggest that for light

discrimination at relatively high mean photon numbers, one could resort to the naive Bayes

classifier, which requires less computational resources. However, when the light field has

substantially low mean photon numbers, 1D-CNNs outperform naive Bayes classifier.

4.7 Smart Multi-light Source Identification

After demonstrating the identification of two light sources, I will briefly discuss our

efforts to classify more complex light sources. More specifically, I will discuss our novel ap-

proach to identify light sources by analyzing the photon statistics of a mixture of more than

one type of a light source. The identification of photonic signals emitted simultaneously

from multiple light sources at the low-light-level is crucial for several applications like opti-

cal communication, diffraction-limited astronomical imaging, remote sensing, and LIDAR.

The conventional methods rely on generating the full photon statistics of a large num-

ber of measurements. Similarly, in this section as well, the self-learning and self-evolving

features of artificial neural networks are exploited to identify the various combination of
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Figure 4.7: Schematic diagram of the experimental setup and computational algorithm
to classify light sources in a complex mixture of multiple beams. (a) The experimental
setup is designed to generate two thermal light beams co-propagating with a coherent light
beam. The three Gaussian beams are positioned with a partial overlap on the digital
micro-mirror device (DMD). (b) A five-layer neural networks model is used to analyze
the photon statistics collected by selectively turning on the micromirrors, reflecting the
desired portion of the beam. The computational model consists of an input layer, two fully
connected hidden layers of artificial neurons, and a Softmax output layer. It utilizes five
classes of light: coherent-thermal, thermal-thermal, coherent-thermal-thermal, coherent,
thermal to analyze the experimental data.
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light sources formed by overlaying two thermal light sources and a coherent light source.

Our results have significant implications for several photonic technologies operated at the

low-photon regime.

We build an experimental setup consisting of three light sources juxtaposed as shown

in Figure 4.7(a). We use a He-Ne laser (633 nm) which is split into three beams with the

help of two 50:50 beamsplitters. The two of three coherent light beams are transmitted

through rotating ground glasses (RGG) to produce pseudo-thermal light beams. Then, the

resulting two thermal light beams and a coherent light beam are filtered using SMF before

juxtaposing them with the help of two 50:50 beamsplitters. The three beams incident on

Figure 4.8: Accuracy of classifying the mixture of three light sources using artificial neural
networks. The figure shows the performance of our neural networks model with respect
to the number of data samples utilized each time in the testing process. The accuracy of
classifying five complex classes of light is 71% with the 50 data points. The performance
of the neural network rises to 99% when we use 4000 data points in each test sample.
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the digital micro-mirror device (DMD) form five different classes of light sources, namely

coherent, thermal, coherent-thermal, thermal-thermal, and coherent-thermal-thermal as

shown in Figure 4.7(b). We first collect the photon statistics of the five classes of light

with the help of an SNSPD by selectively turning on and off a group of micro-mirrors of

DMD. The black superpixel, as shown in Figure 4.7(a), displayed on the DMD selects the

photon signal to feed into the detector. We collect one million photon measurements for

each position. We utilize a single-photon detector and surjective photon counting method

to acquire the photon statistics. The photon, thus collected, supplied to five-layer neural

networks as shown in Figure 4.7(b). The data set is divided into two sets: a training

set and a test set. The neural networks consist of an input layer and two fully-connected

hidden layers of artificial neurons. Finally, a Softmax output layer is utilized to classify

the complex mixture of light sources into five classes.

Figure 4.8 shows the results of our multiple-light-source classification scheme using

machine learning. In our setup, the three partially overlapping Gaussian beams form five

unique classes of light with different mean photon numbers and photon statistics. We utilize

the ability of artificial neural networks to automatically recognize and discriminate these

complex classes of light. The accuracy of classifying the mixture of three light sources is

71% with merely 50 photon number measurements. The performance of the neural networks

rises to 99% when with 4000 data points used in each test sample.

4.8 Summary

For more than twenty years, there has been an enormous interest in reducing the

number of photons and measurements required to perform imaging, remote sensing, and

metrology at extremely low-light levels. In this regard, photonic technologies operating at

low-photon levels utilize weak photon signals that make them vulnerable to the detection of

unwanted environmental photons emitted from natural sources of light such as sunlight. In

fact, this limitation is identified as the biggest challenge for LIDAR technology operating

at the ultra-low light level. Furthermore, a low mean photon number is inevitable while
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working with a photosensitive sample, which imposes experimental limitations on how

long one can expose the sample without damaging it. Unfortunately, the conventional

approaches to characterizing photon-fluctuations rely on the acquisition of a large number

of measurements that impose constraints on the identification of light sources.

In this chapter, I presented a quantum light source discrimination technique based

on machine learning. We demonstrated smart discrimination of light sources at mean

photon numbers below one. Our protocol shows an improvement, in terms of the number

of measurements, of several orders of magnitude with respect to conventional schemes for

light identification. Our results indicate that 1D-CNN outperforms naive Bayes classifier

at low-light levels. We believe that our work has important implications for multiple

photonic technologies, such as LIDAR, low-light imaging, quantum state characterization,

and microscopy of biological materials.
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Chapter 5
Smart Spatial Mode Correction

Spatial modes of light constitute valuable resources for a variety of quantum tech-

nologies ranging from quantum communication and quantum imaging to remote sensing.

Nevertheless, their vulnerabilities to phase distortions, induced by random media, impose

significant limitations on the realistic implementation of numerous quantum-photonic tech-

nologies. Unfortunately, this problem is exacerbated at the single-photon level. Over the

last two decades, this challenging problem has been tackled through conventional schemes

that utilize optical nonlinearities, quantum correlations, and adaptive optics. Here, we

exploit the self-learning features of artificial neural networks to correct the complex spa-

tial profile of distorted Laguerre-Gaussian modes at the single-photon level. Furthermore,

we demonstrate the possibility of boosting the performance of an optical communication

protocol through the spatial mode correction of single photons using machine learning.

The results presented in this chapter have important implications for real-time turbulence

correction of structured photons and single-photon images. In this chapter, I first lay out

the background information and motivation for this research project. Then, I describe the

details of our experimental setup of the free-space communication protocol. We assume a

realistic strength of atmospheric turbulence and demonstrate how a smart feedback-based

algorithm can be utilized to cope with the spatial mode distortions. The experimental

setup is followed by the computational methods and relevant details of the optimization

algorithm utilized in this project. Then the results of spatial mode correction are presented

for the classical source of light. Furthermore, I present the spatial mode correction of her-

alded single photons generated through spontaneous parametric down-conversion. Then, I

present a series of techniques like OAM state tomography, correlation matrix construction

to quantitatively assess the performance of our communication protocol with and without

This chapter previously appeared as publication Bhusal, Narayan, et al. “Spatial Mode Correction of
Single Photons using Machine Learning,” Advanced Quantum Technologies 2000103 (2021). The corre-
sponding permission and reuse statements are shown in Appendix B.4.
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the spatial mode correction. In addition, the channel capacities of the free-space commu-

nication channel for three different scenarios are calculated and compared.

5.1 Background and Motivation

Spatially structured beams of light have been extensively used over the last two decades

for multiple applications ranging from 3D surface imaging to quantum cryptography [144,

145, 146]. In this regard, Laguerre-Gaussian (LG) modes represent an important family of

spatial modes possessing orbital angular momentum (OAM) [147]. The OAM of photons is

due to a helical phase front given by an azimuthal phase dependence of the form ei`φ, where

` represents the OAM number and φ represents the azimuthal angle. These beams have

enabled the encoding of many bits of information in a single photon, a possibility that has

enabled new communication and encryption protocols [121, 148, 149, 150, 151, 152, 153].

In the past, these optical modes have been exploited to demonstrate high-speed communi-

cation in fiber, free-space, and underwater [154, 155]. Furthermore, structured light beams

have enabled increased levels of security against eavesdroppers, a crucial feature for secure

communication applications [156, 157, 158, 148, 159]. Last but not least, structured spa-

tial profiles of single photons have been proven to be extremely useful for remote sensing

technologies and correlated imaging [160, 161, 162, 163, 133, 164, 165, 166, 167, 168, 169].

Unfortunately, the spatial profile of photons can be easily distorted in realistic envi-

ronments [170]. Indeed, random phase distortions and scattering effects can destroy infor-

mation encoded in structured beams of light [171, 172, 173]. Consequently, these spatial

distortions severely degrade the performance of protocols for communication, cryptography,

and remote sensing [149, 159]. These problems are exacerbated at the single-photon level,

imposing important limitations on the realistic implementation of quantum photonic tech-

nologies. Hitherto, these limitations have been alleviated through conventional schemes

that use adaptive optics, quantum correlations, and nonlinear optics [174, 175, 176, 171].

However, an efficient and fast protocol to overcome undesirable turbulence effects, at the

single-photon level, has not yet been experimentally demonstrated.
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Recently, artificial intelligence (AI) has gained popularity in optics due to its unique

potential for handling complex classification and optimization tasks [177, 66, 79, 134, 178,

179, 180, 181]. Indeed, machine learning has been used to engineer quantum states of light

[182, 183], and to identify their properties in different degrees of freedom [70, 184]. The use

of machine learning is rapidly growing in multiple areas like quantum state tomography,

quantum metrology, and optical communication [185, 68, 69, 186]. Moreover, convolutional

neural networks have been demonstrated to be efficient in learning and characterizing

the topographical features of images [187]. An important number of recent articles have

demonstrated the potential of artificial neural networks for efficient pattern recognition and

identification of the spatial modes [188, 189]. In addition to mode classification, artificial

intelligence has enabled spatial mode de-multiplexing, which is important for harnessing

multiple bits of information per photon [190, 191]. Furthermore, the self-evolving and self-

learning features of artificial neural networks have been exploited to prepare, classify, and

characterize quantum optical systems. Remarkably, for these particular tasks, machine

learning techniques have outperformed conventional approaches [192, 193, 139, 194].

Here, we experimentally demonstrate a smart communication protocol that exploits the

self-learning features of convolutional neural networks to correct the spatial profile of single

photons. The robustness and efficiency of our scheme is tested in a communication protocol

that utilizes LG modes. Our results dramatically outperform previous protocols that rely on

conventional adaptive optics [171, 172, 173, 174]. Furthermore, we demonstrate near-unity

fidelity in time periods that are comparable to the fluctuation of atmospheric turbulence.

Our results have significant implications for various technologies that exploit spatial modes

of single photons [149, 121, 148, 195]. In addition, our work shows a potential to enable

the possibility of overcoming phase distortions induced by thick atmospheric turbulence.

5.2 Experimental Setup

Atmospheric turbulence is one of the most influential sources of phase distortion in

free-space propagation. We demonstrate a turbulence correction protocol for LG modes.
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The schematic diagram of our experimental setup is depicted in Figure 5.1(a). The ex-

perimental setup consists of two parties – Alice and Bob. Here, Alice prepares spatial

modes that are transmitted to Bob through a turbulent communication channel. The

atmospheric turbulence in the communication channel induces aberrations in the optical

beams that degrade the quality of the information encoded in their phase. This undesirable

effect compromises Bob’s ability to correctly decode and make measurements on the spatial

modes. Bob overcomes this problem by training an artificial neural network with multiple

turbulence-distorted beams that allow him to correct the spatial profile of photons. Figure
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Figure 5.1: Schematic and concept diagram of our experimental setup for the turbulence
correction of Laguerre-Gaussian (LG) modes. (a) Schematic diagram of the experimental
setup for the turbulence correction of LG modes. The experiment is carried out for a
Helium-Neon (He-Ne) laser and spontaneous parametric down-conversion (SPDC) source
which are switched using a dichroic mirror (DM). The first part of the setup, labeled as
Alice, is dedicated to the generation of the LG modes using a spatial light modulator
(SLM). The second part, labeled as Bob, is set up to perform the experimental simulation
of turbulence, turbulence correction, and orbital angular momentum (OAM) tomography
with the help of a superconducting nanowire single-photon detector (SNSPD). We use a
charged coupled device (CCD) and intensified charged coupled device (ICCD) cameras to
acquire images while using laser and SPDC sources respectively. (b) A concept diagram of
the communication scheme showing information exchange between Alice and Bob who is
equipped with artificial intelligence (AI) to correct the distorted spatial modes. The figure
(a) is reprinted from the preprint version of Advanced Quantum Technologies. 2021 Jan;
2000103, with the permission of Wiley Publishing. Similarly, the concept diagram in (b)
is from the front cover of the March 2021 issue.
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5.1(b) depicts the concept diagram of our protocol in which Bob uses AI to boost the com-

munication efficiency by correcting the modes sent by Alice through a turbulent free-space

communication channel.

In our experiment, we use a spatial light modulator (SLM) and computer-generated

holograms to produce LG modes [196]. This technique allows us to generate any arbitrary

spatial mode in the first-diffraction order of the SLM. The generated modes are filtered

and collimated using a 4f-optical system and then projected onto a second SLM. We use

this second spatial modulator to display random phase screens that simulate turbulence

[171]. The beam reflected by the second SLM is then split into two beams using a po-

larizing beam splitter (PBS). The spatial profiles of the beams reflected by the PBS are

recorded by a CCD camera. Bob collects 50 distorted modes for one specific superposition

of spatial modes transmitted through a turbulent channel. The communication channel is

characterized by a standard refractive index C2
n. Then, 45 of these images are used as a

training set and the remaining 5 are used as a test set. Each of the experimental images

has a resolution of 400×400 pixels, then each image is down-sampled to form a matrix of

128×128 pixels before the CNN. Once the neural network is optimized, Bob utilizes the

CNN to predict the turbulence strength and the initial correction phase masks. The initial

phase masks are then optimized by minimizing the MSE using the GDO algorithm. Fur-

thermore, Bob utilizes the same correction masks for the single-photon and high-light level

implementation of our protocol. This is possible given the fact that the turbulence of the

communication channel is independent of the number of transmitted photons. Naturally,

turbulence characterization using single photons requires longer integration times. On the

other hand, the beam transmitted by the PBS is characterized through quantum state

tomography with the help of a superconducting nanowire single-photon detector (SNSPD).

Over the past two decades, the possibility of performing image correction at the single-

photon level has represented one of the main goals of the quantum imaging community

[121]. Due to the relevance of single-photon imaging for multiple applications [121, 197, 166,
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167, 168], we also perform a proof-of-principle experiment using heralded single photons

produced by a process of spontaneous parametric down-conversion (SPDC). We utilize a

dichroic mirror (DM) to ease the transition from one source to another as shown in Fig.

5.1(a). We use an SPDC source generated by pumping a potassium titanyl phosphate

(ppKTP), a χ(2) nonlinear crystal with type-II phase matching, with a high-intensity laser

beam of the wavelength 405 nm. We utilize a narrowband (NB) filter to remove the pump

photons from the downconverted photon pairs generated at the wavelength 810 nm which

are quantum correlated. A PBS is used to separate the correlated photon pairs in our

experiment as they are found in relative orthogonal polarization.

Imaging at the single-photon level is experimentally a challenging task due to a very

low signal-to-noise ratio. In addition to building a shielded housing for the intensified

charged coupled device (ICCD) camera, it is important to utilize the triggering mechanism

of the camera. The electrical signal generated by avalanche photodiode detector (APD) in

response to the photons incident from the transmission arm of the PBS is utilized as the

external trigger to the ICCD camera. A high transistor-transistor logic (TTL) pulse in the

trigger signal heralds the arrival of the photon in the camera. Full width half maximum

(FWHM) for the signals generated by APD was recorded to be 17 ns which determines the

time that the camera shutter remains open for each trigger signal. However, we account

for the internal delay of the ICCD camera by adding additional optical fiber to perform

gated imaging. This technique of gating is crucial in acquiring images at the single-photon

level as it can filter out a significant number of background photons arriving at the random

time window [198]. This improves the signal to noise ratio (SNR) of the acquired images

which is highly desirable while performing imaging at very low light levels.

5.3 Computational Methods

After the experimental setup, let us now discuss the computational algorithm we utilize

in this smart quantum technology. Figure 5.2 illustrates our machine learning algorithm

for the correction of structured photons. This is based on a convolutional neural network
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Figure 5.2: Computational model for generating turbulence correction phase masks. This
comprises a 5-layer convolutional neural network (CNN), and a feedback loop with gradient
descent optimizer (GDO). This figure is reprinted from Advanced Quantum Technologies.
2021 Jan; 2000103, with the permission of Wiley Publishing.

followed by a gradient descent optimizer [139, 81]. The optimizer consists of a 5-layer CNN

and a gradient descent optimization (GDO) algorithm [199]. The CNN takes turbulent

images of LG modes and convolves them with a 5×5 filter. The step is immediately followed

by a 2×2 max-pooling layer before feeding them into 100 fully connected neurons. Finally,

the network contains a softmax output layer. We utilize hundreds of realizations of distorted

images for multiple turbulence strengths to train the neural networks. The function of the

trained CNN is to predict the strength of turbulence in terms of standard refractive index

(C2
n) values. The predicted values of C2

n are fed into the additional GDO which forms a

feedback loop in our experiment. The function of the GDO loop is to optimize the correction

phase masks over many realizations of random matrices that simulate turbulence. The
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phase masks are then encoded in the second SLM to obtain the corrected spatial modes at

the image plane of the SLM.

We prepare symmetric superpositions of LG modes to demonstrate smart optical com-

munication. This family of modes are solutions to the Helmholtz equation in cylindrical

coordinates [121]. In our experiment, we distort the communication modes by using atmo-

spheric turbulence simulated in an SLM [200]. We use the Kolmogorov model of turbulence

to simulate the turbulent communication channel [171, 139, 201]. Turbulence induces a ran-

dom modulation of the index of refraction that results from inhomogeneities of temperature

and pressure of media. This, in turn, leads to distortions of the phase front of the spa-

tial profile of optical modes. The degree of distortion is quantified through the Fried’s

parameter r0, which is defined in terms of the standard refractive index C2
n,

Φ(p, q) = R
{
F−1

(
MNN

√
φNN(k)

)}
, (5.1)

with φNN(k)=0.023r−5/3
0 (k2 + k2

0)−11/6
e−k

2/k2
m and the Fried’s parameter in terms of the

standard refractive index as r0=(0.423k2C2
nd)−3/5. The mathematical symbol R represents

the real part of the complex field, whereas F−1 indicates the inverse Fourier transform

operation. Furthermore, k, d, and MNN denote the wave number (2π/λ), the propaga-

tion distance, and the encoded random matrix, respectively. Even though the strength of

phase distortion can be varied using d and C2
n, we choose to vary its strength using C2

n.

Furthermore, we perform the phase mask optimization iteratively using the GDO algorithm

Φj(p, q) = ∠
[
F−1

{ 1
H
×F

[
F−1

(
F
(
G (p, q, w0) exp

(
iΘ(`,−`)

))
H
)

exp
(
−iΦj

est(p, q)
)]}]

.

(5.2)

The mean squared error (MSE) between the predicted intensity and the corresponding

simulated target intensity is used as the cost function. In this case, the symbol ∠ represents

the complex phase defined by arctan (I/R), with I describing the imaginary part of the

complex field. Moreover, F indicates a Fourier transform operation, and Φj(p, q) the phase
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mask at the jth iteration. The Gaussian beam G(p, q, w0) is characterized by a waist w0,

and the transfer function describing the SLM transformation together with the propagation

function of the beam is represented by H. The phase mask used to generate the original

LG superposition mode is described by Θ(`,−`) in Equation (5.2).

5.4 Spatial Mode Correction

Figure 5.3: Spatial profiles of Laguerre-Gaussian (LG) modes at high- and single-photon
levels for different turbulence conditions. The first column in each of the panels shows
the states prepared by Alice without distortions. The second columns display the dis-
torted beams measured by Bob. The strength of turbulence is characterized by C2

n

(×10−13mm−2/3), these numbers are reported in the yellow rectangle. The spatial pro-
files after our turbulence correction protocol (TCP) are shown in the third column. (a),
(b), and (c) show high-light-level demonstrations of our protocol for multiple LG su-
perpositions, |ψ〉 = 1√

2 (|LG+5,0〉+ |LG−5,0〉), |ψ〉 = 1√
2 (|LG+3,1〉+ |LG−3,1〉), and |ψ〉 =

1√
2 (|LG+5,1〉+ |LG−5,1〉) respectively. The corresponding single-photon demonstrations of

(a), (b) and (c) are shown in (d), (e), and (f), respectively. This figure is reprinted from
Advanced Quantum Technologies. 2021 Jan; 2000103, with the permission of Wiley Pub-
lishing.

In Figure 5.3(a)-(c), we present experimental results obtained with a He-Ne laser. The

first column in each of the panels shows the spatial profile of the undistorted modes prepared

by Alice. The spatial profiles of the modes are distorted due to atmospheric turbulence

in the communication channel. The aberrated modes are shown in the second column of

Figure 5.3. In the experiment, Bob collects hundreds of realizations of the aberrated beams

to train the artificial neural network in Figure 5.2. The strength of turbulence predicted

by our CNN was utilized to perform the phase mask optimization by means of a feedback

GDO loop. Thus, the CNN in combination with the GDO loop generates the correction
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phase masks which are then encoded in the second SLM to alleviate turbulence effects.

We indicate this process with the blue box labeled as “TCP” in Figure 5.3. The CNN

was trained in a high-performance computing cluster. The pre-trained CNNs are used to

estimate the turbulence strength and initial phase distribution in few milliseconds. The

pre-trained CNNs and GDO are run on a computer with an Intel(R) Core(TM) i7-8750H

CPU @ 2.20GHz and 16 GB of RAM to generate optimized turbulence correction phase

masks. In order to show the performance of our artificial neural network, in Figure 5.4

we plot the mean-squared error (MSE) as a function of the iteration number. This plot

allows for a qualitative comparison of our protocol with other adaptive optics techniques

[171, 202]. Naturally, the number of iterations required for convergence depends on the

strength of turbulence. Our protocol shows a similar performance to other adaptive optics

protocols, see [171, 202]. Nevertheless, the standard refractive index (C2
n) values are orders

of magnitude higher. The MSE starts to converge near 100 iterations for the turbulence

strengths used in the experiment, see Figure 5.4. This process enables Bob to obtain

optimized phase masks which are used to correct turbulence-induced distortions. The

corrected intensity profiles measured by Bob are depicted in the last column of each panel

in Figure 5.3. In Figure 5.3(a), we show the spatial profile of a structured beam corrected

by our protocol for the superposition of LG modes |ψ〉 = 1√
2 (|LG+`,0〉+ |LG−`,0〉) with

` = 5. In Figure 5.3(b) and 5.3(c), we show experimental results for complex LG modes,

with radial structure, described by |ψ〉 = 1√
2 (|LG+`,1〉+ |LG−`,1〉) for ` = 3 and ` = 5

respectively.

We also demonstrate the robustness of our technique to correct the spatial profile of her-

alded single photons. In Figure 5.3(d), 5.3(e), and 5.3(f), we display turbulence correction of

single photons prepared in LG superpositions with different azimuthal and radial quantum

numbers, expressed as |ψ〉 = 1√
2 (|LG+5,0〉+ |LG−5,0〉), |ψ〉 = 1√

2 (|LG+3,1〉+ |LG−3,1〉), and

|ψ〉 = 1√
2 (|LG+5,1〉+ |LG−5,1〉) respectively. These images were acquired using an ICCD

camera. Each of the background-subtracted images are formed by accumulating photons
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Figure 5.4: Mean-squared error (MSE) versus the iteration number in GDO. The red and
blue lines indicate the MSE values for turbulence strengths C2

n = 60×10−13mm−2/3 and
90×10−13mm−2/3 respectively. The number of iterations needed for the algorithm to achieve
convergence depends on the strength of turbulence. In general, stronger turbulence requires
longer times to converge. This figure is reprinted from Advanced Quantum Technologies.
2021 Jan; 2000103, with the permission of Wiley Publishing.

over a time period of 20 minutes. These images demonstrate an excellent mitigation of the

turbulence at the single-photon level. It is important to note that the implementation of

the protocol in real-time is the ultimate goal. However, we would like to emphasize the

fact that speed and collection time in our experiment are limited by our computational

resources and the performance of our equipment. Thus, the overall reported speed in our

manuscript is not a fundamental constraint nor a problem of our protocol. Indeed, it is

possible to speed-up our scheme by replacing our commercial ICCD camera with a fast

single-photon camera with nanosecond resolution such as the one described in ref. [142].
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5.5 OAM State Tomography

In order to certify the spatial correction of single photons and the recovery of spatial

coherence, we perform quantum state tomography of the spatial modes [197]. Quantum

state tomography is a process of reconstructing a density matrix that uniquely identifies

the quantum state in the Bloch/Poincaré sphere. This process involves a series of pro-

jective measurements on the six principal states along the three axes. For this purpose

we use superpositions of the following form, |ψ`〉 = α |LG+`,0〉 + β |LG−`,0〉, where α, and

(a)

(b)

(c)

Figure 5.5: Real and imaginary parts of the density matrices for the qubits encoded
in the orbital angular momentum (OAM) basis. In this case, we prepared |ψ3〉 =

1√
2 (|LG+3,0〉+ |LG−3,0〉). (a) shows the real and imaginary parts of the density matrix for

the undistorted state. In (b) we show the density matrix for the aberrated qubit. In this
case, the strength of the simulated turbulence is characterized by C2

n = 80×10−13mm−2/3.
In (c) we show the density matrix for the corrected qubit after applying our turbulence
correction protocol. We measured fidelity of 99.9% for the prepared state, 81.7% for the
distorted state, and 99.8% for the state corrected through our machine learning protocol.
This figure is reprinted from Advanced Quantum Technologies. 2021 Jan; 2000103, with
the permission of Wiley Publishing.
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β represent complex amplitudes [203, 64, 204, 200]. For simplicity, in our experiment we

use the following spatial qubit |ψ3〉 = 1√
2 (|LG+3,0〉+ |LG−3,0〉). In Figure 5.5(a), 5.5(b),

and 5.5(c), we show the real and imaginary parts of the reconstructed density matrices

in the absence of turbulence, with turbulence, and after applying turbulence correction,

respectively. As shown in Figure 5.5(a), in this case, all the elements of the real part of the

density matrix should be equal to 1
2 , and the matrix elements of the imaginary part should

be 0. The presence of any deviation from that is attributed to experimental imperfections.

Furthermore, Figure 5.5(b) shows the detrimental effects produced by turbulence. The

strength of turbulence in this case is C2
n = 80×10−13mm−2/3. Remarkably, after applying

our machine learning protocol, we recover the original state almost perfectly. The density

matrices in Figure 5.5 certify the robustness of our technique. We quantify the fidelity us-

ing F =
(
Tr
√√

ρ1ρ3
√
ρ1
)2

, where ρ1 and ρ3 represent the density matrices of the original

and turbulence corrected spatial qubits. In fact, the fidelity between two quantum states

measures the overlap between them. The measured fidelity for the prepared state is 99.9%,

whereas that of the distorted state is 81.7%. Remarkably, the fidelity for the state corrected

through our machine learning protocol is 99.8%. These numbers reaffirm the robustness of

our machine-learning-based approach to tackle the problem of random phase distortion in

spatial modes.

5.6 Correlation Matrix Reconstruction

The OAM state tomography discussed in Section 5.5 is limited in the sense that it only

reconstructs the density matrices in 2-dimensional Hilbert space. In realistic turbulent en-

vironments, there is always a possibility of inducing cross-talk between the modes outside

just the nearest neighbors. Therefore, it is important to evaluate the performance of our

turbulence correction protocol on the expanded Hilbert space. For this purpose, a series

of projective measurements are performed on the original, distorted, and corrected OAM

states. Figure 5.6(a) shows the cross-correlation matrix for different transmitted modes in

the absence of turbulence. In order to generate this matrix, Bob performs a series of pro-
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Figure 5.6: Cross-correlation matrices. The cross-correlation matrices represent conditional
probabilities between sent and detected modes in the orbital angular momentum (OAM)
basis. (a) shows the cross-correlation matrix obtained for our communication protocol in
the absence of turbulence. In (b), we plot the cross-correlation matrix for in the presence
of turbulence characterized by C2

n = 90×10−13mm−2/3. In this case, it is almost impossible
to correctly identify the spatial modes. (c) shows the cross-correlation matrix after apply-
ing our turbulence correction protocol. This figure is reprinted from Advanced Quantum
Technologies. 2021 Jan; 2000103, with the permission of Wiley Publishing.

jective measurements on the modes sent by Alice. The cross-correlation matrix represents

the conditional probabilities between the modes sent and detected in the communication

protocol. A small spread around the diagonal elements even in the absence of turbulence is

caused due to diffraction, the finite size of the optical fibers, and experimental misalignment.

The cross-correlation matrix obtained in the presence of atmospheric turbulence is shown

in Figure 5.6(b). In this case, the spatial distortion induces modal cross-talk that degrades

the performance of the communication protocol. These undesirable effects increase with

the strength of turbulence in the communication channel. Indeed, this represents an im-

portant limitation of free-space communication with spatial modes of light [121]. In Figure

5.6(c), we show our experimental results for the cross-correlation matrix after applying our

turbulence correction protocol. In this case, the cross-correlation matrix is nearly diagonal,

showing a dramatic improvement in the performance of our communication protocol.

5.7 Mutual Information of the Channel

As discussed in Section 5.1, one of the important perks of using the spatial modes of

light is the ability to encode multiple bits of information per photon. Theoretically, there
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is no upper bound to the capacity of such a free-space channel. However, the experimental

limitations like the growing size of the beam vortex, susceptibility to phase distortions

prevent us from utilizing very high ` values. In order to quantify the performance of our

correction protocol through the channel capacity of our optical communication system,

we calculate the normalized mutual information. This allows us to quantify the channel

capacity in terms of bits per photon [171] as shown in Figure 5.7. We use the conditional

probabilities of the cross-correlation matrices to calculate the mutual information for a
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Figure 5.7: Our turbulence correction protocol significantly improves the performance of
the communication system. We display channel capacity in terms of bits per photon in
this figure. This figure is reproduced from Advanced Quantum Technologies. 2021 Jan;
2000103, with the permission of Wiley Publishing.
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high-dimensional Hilbert space according to the following equation

MI = 1
N

∑
d,s

P (d | s) log2

(
P (d | s)N∑
s P (d | s)

)
, (5.3)

where the dimension is described by the parameter N , and the subscripts d and s represent

the detected and sent modes respectively. Here, P (d | s) denotes the conditional probability

of detecting the state in spatial mode d, given mode s is sent by Alice. The channel capacity

plot demonstrates the potential of our technique to correct spatial modes of light.

5.8 Summary

Spatial photonic modes have been in the spotlight for the past few decades due to

their enormous potential as quantum information resources. However, these modes are

fragile and vulnerable to random phase fluctuations induced by turbulence. Unfortunately,

these problems are exacerbated at the single-photon level. Indeed, the fragility of spatial

modes of photons imposes important limitations on the realistic implementation of op-

tical technologies in free-space. In this work, we have experimentally demonstrated the

first smart communication protocol that exploits the self-learning features of convolutional

neural networks to correct the spatial profile of single photons. This work represents a

significant improvement over conventional schemes for turbulence correction. The high

fidelities achieved in the reconstruction of the spatial profile of single photons make our

technique a robust tool for free-space quantum technologies. We believe that our work has

important implications for the realistic implementation of photonic quantum technologies.
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Chapter 6
Conclusion

I began this dissertation by presenting a discussion about the history of optics and

quantum technologies. In Chapter 1, I described our motivations to incorporate artificial

intelligence in photonic technologies operating at the single-light-level. In Chapter 2, I

extensively reviewed the fundamental concepts behind the quantum technologies discussed

in the subsequent chapters. The chapters 3, 4, and 5 are reproduced from our recent

publications. In the final chapter, Chapter 6, I wrap up this dissertation by summarizing

our main results and their implications for the future of quantum technologies.

Photonic quantum metrology is one of the most successful and promising quantum tech-

nologies. The interference of electromagnetic fields is the most commonly used approach

to estimate the phase shift, which is inaccessible through the direct intensity measurement.

Measuring physical parameters as precisely as possible is the cornerstone of metrology. In

Chater 3, I laid out the theoretical details of a nonlinear metrology scheme that surpasses

the classical limit called shot-noise. In Section 3.2, I presented a sub-shot-noise limited

quantum metrology scheme utilizing two different measurement protocols. We demon-

strated that by injecting a displaced-squeezed vacuum state in the vacuum port of the

SU(1, 1) interferometer, we can substantially improve the sensitivity of phase estimation.

In this nonlinear metrology scheme, we utilized parity measurements and on/off measure-

ments as the detection strategy to achieve sub-shot-noise limited sensitivity. Furthermore,

in the case of parity measurement, the phase sensitivity was shown to approach the Heisen-

berg limit. However, it is important to note that the parity measurement is very sensitive

to photon loss. Therefore, a simple on/off detection, which is more resilient to photon

loss, was also investigated as a more experimentally feasible alternative. Interestingly, with

the displaced-squeezed vacuum and coherent state as inputs to SU(1, 1) interferometer,

phase sensitivity was shown to surpass the classical limit “shot-noise limit” for reasonably

achievable squeezing strengths. In addition, in Section 3.5, I discussed our novel efforts to
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detect squeezed light by utilizing spatial correlations on hundreds of camera images sepa-

rated in time. The conventional methods to measure the squeezing strength of the squeezed

vacuum state such as Wigner function reconstruction and balanced homodyne detection

are considered cumbersome. Our technique provides a smart and convenient alternative to

these techniques. Remarkably, our technique makes squeezing detection effortless without

compromising the accuracy of the measurement.

The efficiency of quantum photonic technologies is heavily dependent on the innovations

in the generation, control, and measurement of the quantum states of light. In the last few

decades, we have made significant progress on all three fronts. Nevertheless, there are still a

significant number of challenges to truly realizing efficient, and reliable quantum photonic

applications. In Chapter 4, I presented our novel efforts to exploit artificial intelligence

to improve discrimination of coherent light and thermal light. Our ability to discriminate

thermal light from coherent light is crucial for applications like quantum microscopy, and

LIDAR which are operated ideally at the single-photon level. The presence of thermal

light, such as sunlight, in the probe signal, is considered one of the important hurdles to the

realistic implementation of quantum LIDAR. The conventional technique to discriminate a

thermal light from a coherent light source relies on the reconstruction of photon statistics

from a large number of measurements. In our widely appreciated work, we demonstrated

that the self-evolving and self-learning features of artificial neural networks can dramatically

reduce the number of measurements necessary to identify the light sources. Remarkably, we

have shown that even a few tens of measurements are sufficient to achieve the near-perfect

discrimination of thermal light source and coherent light source. In addition, I discussed

our efforts to discriminate a more complex mixture of light sources in which two thermal

beams and a coherent beam are overlaid with partial overlaps. Our results show that we can

efficiently discriminate the photon statistics of a mixture of multiple light sources with only

a few hundred data points. This demonstrates that machine learning can efficiently handle

these complex and more realistic scenarios. These results have significant implications for
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the future quantum photonic technologies operating at ultra-low light levels. This work has

opened a new direction of research, potentially leading to new quantum technologies. We

believe that this method will allow us to resolve multiple light sources beyond the Rayleigh

diffraction limit, opening a pathway to smart cameras.

Spatial modes of light are valuable resources for a variety of quantum technologies like

quantum communication, quantum sensing, quantum imaging, and remote sensing. Spa-

tial modes, orbital angular momentum modes, in particular, are viewed as an important

dimension to encode quantum information because they allow us to encode multiple bits

of information per photon. The access to infinite-dimensional Hilbert space enables the

increased level of security against eavesdropper in quantum cryptography. The higher di-

mensional quantum states prepared in OAM superposition are utilized in high-speed optical

communication protocols. However, the spatial modes of light are extremely susceptible to

distortions. Therefore, controlling the state of spatial modes of light is a challenging task.

Conventionally, these challenges are tackled by utilizing optical nonlinearities, quantum

correlations, and adaptive optics. In Chapter 5, I presented our efforts to smartify the

correction of spatial modes of single photons, where we experimentally demonstrate that

the self-learning and self-evolving features of artificial neural networks can efficiently cor-

rect the complex spatial profiles of distorted Laguerre-Gaussian modes at the single-photon

level. Our results have important implications for a variety of quantum technologies based

on spatial modes of light. The results become even more important in the single-photon

regime because the effects of distortions are extremely detrimental at the low-light-level.

In a nutshell, photonic technologies have been playing a crucial role in our lives through

multiple avenues like science, technology, innovation, healthcare. Quantum photonics has a

huge potential to revolutionize optical technologies we rely on daily. Effective implementa-

tion of quantum communication, quantum cryptography, quantum sensing, and quantum

imaging can constitute a paradigm shift in the ways we communicate with each other and

measure certain things. However, as of now, our ability to generate, control, and measure
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the quantum states of light impose significant limitations. In this dissertation, I presented

our series of efforts to integrate ultra-fast cameras and artificial intelligence in quantum

detection and quantum control strategies. We demonstrated that these newly introduced

smart quantum photonic technologies substantially outperform conventional methods.
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Appendix A
Novel Theoretical Methods in Quantum Metrology

Parameters for Various States of Light:

The following table summarizes various parameters such as mean photon number, mean
quadrature values, and their respective fluctuations for six important states of light dis-
cussed in Chapter 2.

SU(1, 1) Metrology with Displaced Squeezed Light:

To simulate the optical setup for SU(1, 1) interferometer, first, the mean and covari-
ance matrices representing two input states are combined through a direct sum. This is
applicable to any general phase-space representation. Note: the input states are combined
through a tensor product in Hilbert space. Another minor point to note here is that we use
the following definition of quadrature operators X̂ = (â+â†)√

2 and P̂ = −i(â−â†)√
2 . Therefore,

the factor
√

2 is appearing in the following matrices.

X0 = Xcoh ⊕XDSV =


√

2α1 cos(ϕ1)√
2α1 sin(ϕ1)√
2α2 cos(ϕ2)√
2α2 sin(ϕ2)

 , (A.1)

Γ0 =


1 0 0 0
0 1 0 0
0 0 (cosh (r) + sinh (r))2 0
0 0 0 (cosh (r)− sinh (r))2

 . (A.2)

After evolving through the entire setup, the transformed mean and covariance matrices are
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as following:

X2 =



√
2α1

(
cosh2(g) cos (ϕ1 + φ)− sinh2(g) cos(ϕ1)

)
−
√

2α2 sinh(2g) sin
(
φ
2

)
sin

(
φ
2 − ϕ2

)
√

2α1
(
cosh2(g) sin (ϕ1 + φ)− sinh2(g) sin(ϕ1)

)
+
√

2α2 sinh(2g) sin
(
φ
2

)
cos

(
φ
2 − ϕ2

)
√

2α1 sinh(2g) sin
(
φ
2

)
sin

(
ϕ1 + φ

2

)
+
√

2α2
(
cosh2(g) cos(ϕ2)− sinh2(g) cos (φ− ϕ2)

)
√

2α1 sinh(2g) sin
(
φ
2

)
cos

(
ϕ1 + φ

2

)
+
√

2α2
(
sinh2(g) sin (φ− ϕ2) + cosh2(g) sin (ϕ2)

)

 .
(A.3)

Γ2 =


Γ11

2 Γ12
2 Γ13

2 Γ14
2

Γ21
2 Γ22

2 Γ23
2 Γ24

2
Γ31

2 Γ32
2 Γ33

2 Γ34
2

Γ41
2 Γ42

2 Γ43
2 Γ44

2

 . (A.4)

Here, ϕ1 and ϕ2 represent the phase angles of coherent and displaced-squeezed vacuum
(DSV) state. Similarly, r represents the squeezing parameter of the squeezing part of the
DSV state. And, g denotes the gain parameter of the optical parametric amplifier (OPA).
Lastly, the symbol φ denotes the phase parameter that we are trying to estimate. There
is also another angle called squeezing angle θ that we assumed to be 0. In addition, we
assume the phase angles ϕ1 = 0 and ϕ2 = 0. Let us now write the expanded form of these
covariance Γ2 matrix elements as following:

Γ11
2 = e2r sinh2(2g) sin4

(
φ

2

)
+sinh4(g)+cosh4(g)+sinh2(g) cosh2(g)

(
e−2r sin2(φ)− 2 cos(φ)

)
,

Γ12
2 = 4 sinh2(g) cosh2(g) sinh(r) cosh(r) sin(φ)(cos(φ)−1) = Γ21

2 ,

Γ13
2 =− 1

4e
−2r

(
e2r − 1

) (
e2r + 1

)
sinh(g) cosh(g)

(
2 sinh2(g) cos(2φ) + 1

)
− 1

4e
−2r

(
e2r + 1

)
sinh(g) cosh(g) cosh(2g)

(
−4e2r cos(φ) + 3e2r + 1

)
= Γ31

2 ,

Γ14
2 = sinh(g) cosh(g) sin(φ)

(
sinh2(r) + cosh2(r) + 1

)
− sinh(g) cosh(g) sinh(2r) sin(φ)

(
cosh(2g)− 2 sinh2(g) cos(φ)

)
= Γ41

2 ,

Γ22
2 = e−2r sinh2(2g) sin4

(
φ

2

)
−sinh2(g) cosh2(g)

(
2 cos(φ)− e2r sin2(φ)

)
+sinh4(g)+cosh4(g),

Γ23
2 = sinh(g) cosh(g) sin(φ) sinh(2r)

(
cosh(2g)− 2 sinh2(g) cos(φ)

)
+ sinh(g) cosh(g) sin(φ)

(
sinh2(r) + cosh2(r) + 1

)
= Γ32

2 ,

Γ24
2 = 1

2e
−2r

(
e2r + 1

)
sinh(g) sinh2(g) cosh(g)

(
2e2r sin2(φ) + cos(2φ)

)
+ 1

4e
−2r

(
e2r + 1

)
sinh(g) cosh(g)(cosh(2g)(3− 4 cos(φ)) + 1) = Γ42

2 ,

Γ33
2 = e−2r sinh4(g) sin2(φ) + e2r

(
cosh2(g)− sinh2(g) cos(φ)

)2
+ sinh2(2g) sin2

(
φ

2

)
,
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Γ34
2 = 4 sinh2(g) sinh(r) cosh(r) sin(φ)

(
cosh2(g)− sinh2(g) cos(φ)

)
= Γ43

2 ,

Γ44
2 = e2r sinh4(g) sin2(φ) + e−2r

(
cosh2(g)− sinh2(g) cos(φ)

)2
+ sinh2(2g) sin2

(
φ

2

)
.

As discussed in Chapter 3, we obtain the Wigner function from the transformed mean
and covariance matrices. Since the Wigner function is a complete representation, it the-
oretically allows one to access any parameters associated with the evolved states of light.
After propagation through the SU(1,1) interferometer, the output mean and covariance
matrices are utilized to calculate the output Wigner function using the equation 3.18. As
discussed in the main chapter, the parity signal is proportional to the Wigner function
defined at the origin of the phase space i.e. 〈Π̂〉 ∝ W (0, 0). We utilize this nice property
to calculate the expectation value of the parity operator for the output states represented
by evolved mean and covariance matrices.

〈Π̂〉 = 8
v6 exp

[128(v1× v2− v3× v4)
v5

]
(A.5)

where the terms v1, v2, v3, v4, and v5 are defined as following:

v1 = α1 sinh(2g) sin
(
φ

2

)
cos

(
ϕ1 + φ

2

)
+ α2

(
sinh2(g) sin (φ− ϕ2) + cosh2(g) sin (ϕ2)

)

v2 = α1 sinh(2g) sin
(
φ

2

)
sin

(
ϕ1 + φ

2

)
+ α2

(
cosh2(g) cos (ϕ2)− sinh2(g) cos (φ− ϕ2)

)
× 4 sinh2(g) sinh(r) cosh(r) sin(φ)

(
cosh2(g)− sinh2(g) cos(φ)

)
− (α1 sinh(2g) sin

(
φ

2

)
cos

(
ϕ1 + φ

2

)
+ α2

(
sinh2(g) sin (φ− ϕ2) + cosh2(g) sin (ϕ2)

)
)

× (e−2r sinh4(g) sin2(φ) + e2r
(
cosh2(g)− sinh2(g) cos(φ)

)2
+ sinh2(2g) sin2

(
φ

2

)
)

v3 = α1 sinh(2g) sin
(
φ

2

)
sin

(
ϕ1 + φ

2

)
+

α2
(
cosh2(g) cos (ϕ2)− sinh2(g) cos (φ− ϕ2)

)

v4 = (e2r sinh4(g) sin2(φ) + e−2r
(
cosh2(g)− sinh2(g) cos(φ)

)2
+ sinh2(2g) sin2

(
φ

2

)
)

(α1 sinh(2g) sin
(
φ

2

)
sin

(
ϕ1 + φ

2

)
+ α2

(
cosh2(g) cos (ϕ2)− sinh2(g) cos (φ− ϕ2)

)
)

− (4 sinh2(g) sinh(r) cosh(r) sin(φ)
(
cosh2(g)− sinh2(g) cos(φ)

)
)×

(α1 sinh(2g) sin
(
φ

2

)
cos

(
ϕ1 + φ

2

)
+ α2

(
sinh2(g) sin (φ− ϕ2) + cosh2(g) sin (ϕ2)

)
)
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v5 = 32 cosh2(r)
(
sinh4(2g) cos(2φ)− sinh2(4g) cos(φ)

)
+ 4 cosh(4g − 2r) + 3 cosh(8g − 2r) + 8 cosh(4g) + 6 cosh(8g)
+ 50 + 4 cosh(2(2g + r)) + 3 cosh(2(4g + r))− 14 cosh(2r)

v6 =
√

8 sinh4(2g) cos(2φ)− 8 sinh2(4g) cos(φ) + 4 cosh(4g) + 3 cosh(8g)

×
√

4 cosh(r)− 14 cosh(2r) + 50
We utilize this expression of parity signal to estimate the sensitivity of phase estimation

in our SU(1, 1) interferometer. The details of phase estimation are given in the main chapter
(Chapter 3). Similarly, the output covarinance matrix is used to obtain the probability
distribution for a event or click, which is utilized to perform the phase sensing beyond
shot-noise limit. Again, the details of this can be found in the main chapter (Chapter 3).
The probability of getting a click on mode A, denoted as P a

on is as following,

Pa
on = 1− 16√

q1 + q2 (A.3)

where,

q1 = −8 cosh(4g)
(
−18 cosh2(r) + 8 cos(φ) + cos(2φ)

)
− 78 cosh(2r)

+ 72 cos(φ) + 6 cos(2φ) + 242 + 2 cosh(8g)
(
6 cosh2(r)− 4 cos(φ) + cos(2φ)

)
q2 = 16 sinh2(2g)

(
cosh(2r)

(
sinh2(2g) cos(2φ)− 2(cosh(4g) + 5) cos(φ)

))
− 16 sinh2(2g)

(
16 sinh(2r) sin2

(
φ

2

)
sin(Γ− φ)

) (A.4)

Similarly, the probability of getting a click on mode B, denoted as P b
on, is given by,

Pb
on = 1− 16√

t1 + t2 + t3 + t4 + t5
. (A.5)

t1 = −8 cosh(4g)
(
−18 cosh2(r) + 8 cos(φ) + cos(2φ)

)
− 32 cos(φ) cosh(4g − 2r)

− 4 cos(φ) cosh(8g − 2r)− 4 cos(2φ) cosh(4g − 2r) + cos(2φ) cosh(8g − 2r)
+ 72 cos(φ) + 6 cos(2φ)− 14

(A.6)

t2 = 2 cosh(8g)
(
6 cosh2(r)− 4 cos(φ) + cos(2φ)

)
− 32 cos(φ) cosh(4g + 2r)

− 4 cos(2φ) cosh(4g + 2r)− 4 cos(φ) cosh(8g + 2r) + cos(2φ) cosh(8g + 2r)
+ 72 cosh(2r) cos(φ) + 6 cosh(2r) cos(2φ) + 178 cosh(2r)

(A.7)

t3 = 64 sin(Γ) sinh(2g − 2r) + 64 cos(Γ) sin(2φ) sinh(2g − 2r) + 16 sin(Γ) sinh(4g − 2r)
− 32 sin(Γ) cos(φ) sinh(4g − 2r)− 64 sin(Γ) cos(2φ) sinh(2g − 2r)

(A.8)
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t4 = 16 sin(Γ) cos(2φ) sinh(4g − 2r) + 32 cos(Γ) sin(φ) sinh(4g − 2r)− 96 sin(Γ) sinh(2r)
+ 64 cos(Γ) sinh(2r) sin(φ)− 64 sin(Γ) sinh(2r) cos(φ)− 96 sin(Γ) sinh(2r) cos(2φ)
− 16 cos(Γ) sin(2φ) sinh(4g − 2r)

(A.9)

t5 = 64 sin2
(
φ

2

)
sin(Γ− φ) sinh(4g + 2r)− 128 sin(φ) cos(Γ− φ) sinh(2(g + r))

+ 96 cos(Γ) sinh(2r) sin(2φ)
(A.10)

We utilize these two probabilities, P a
on and P b

on, to estimate the sensitivity of phase estima-
tion with on-off detection strategy.

Novel Squeezed Light Detection with Camera:

Figure A.1: Beam profile before (a) and after (b-c) the exampled medium. (c) shows the
field amplitudes after binning to 32× 32 camera pixels.

In this section, I will elaborate on the details of the simulation used to measure the
squeezing strength. Let me begin with the bigger picture of what we do in this simulation.
Just to remind, we have a displaced-squeezed vacuum (DSV) state incident on the camera
after the unbalanced beamsplitter (UBBS) and tunable attenuation η. We assume that
the incoming beam of light has a Gaussian spatial profile and the photon statistics of
displaced-squeezed vacuum state. To keep the basic formalism general, we assume the beam
is multi-mode. For this reason, we use multi-mode diffraction theory [205] to obtain the
mode structure of our beam. Mathematically, any general spatial profile can be expressed
in terms of Hermite-Gaussian (HG) modes. However, if we just assume an ideal scenario,
this is just a |HG0,0〉 mode with the photon statistics defined by equation A.14. In our
calculation, the state |ψ〉0,0 denotes a DSV state prepared in the spatial mode HG0,0.

|ψ〉0,0 =
∞∑
n=0

cn
(
a†0,0

)n
|0〉 (A.11)

A scattering matrix Bm,m′,n,n′ , representing all the materials and media the beam interacts
with before being imaged, is used to transform the initial annihilation operator a†0,0.

a†m′,n′ = B∗0,m′,0,n′ · a
†
0,0 and a†0,0 =

∑
m′,n′

b (m′, n′) a†m′,n′ , (A.12)
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where b (m′, n′) denotes the coefficients of inverse of scattering matrix B∗. The final state
that is recorded by the camera cab be described mathematically by the following equation,

|Ψ〉 =
∞∑
n=0

cn

∑
m′,n′

bm′,n′
∑
x,y

Um′,n′(x, y)a†x,y

n |0, . . . , 0, . . .〉, (A.13)

where (x, y) represents a camera pixel. The spatial profile of the ideal mode is shown in
Figure A.1(a). The beam profile obtained at after the HG-mode transformation described
above is shown in Figure A.1(b). And, Figure A.1(c) is the downsampled version of the
transformed beam profile.

After the multi-mode diffraction theory, we calculate the photon statistics of the DSV
state using the following equation, where Pn denotes the probability of detecting n photons
in the optical field of the DSV state. The symbols represent the same parameters discussed
in the previous section and main chapter. The parameters used in our case are ϕ = 0
for squeezed light and ϕ = π/2 for anti-squeezed light. Similarly, n̄s = 1 and n̄α = 106.
Evaluating the Hermite polynomial of order millions is not very easy computationally.
Therefore, we utilize the recursion relations of Hermite polynomials to retrieve the actual
photon statistics of DSV state.

Pdsv(n) =

(
tanh(r)

2

)n
exp {−α2 − α2 tanh(r) cos(θ − 2ϕ)}

∣∣∣∣Hn

(
eiϕα cosh(r)+ei(θ−ϕ)α sinh(r)√

eiθ sinh(2r)

)∣∣∣∣2
n! cosh(r)

(A.14)
We developed an algorithm to generate random numbers based on the given probability

distribution (photon statistics of DSV state in this case). Then the randomly generated
photons are distributed according to the spatial profile shown in Figure A.1(c). This
process is repeated for N = 104 times. Then, we calculate the mean and variance of the
photon numbers distributed beam profile in order to estimate the squeezing strength of
the displaced-squeezed light. The increase in the number of iterations (N) improves the
accuracy of our prediction.
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nologies. Nature Photonics, 3(12):687–695, 2009.

95



[34] Stefano Pirandola, B Roy Bardhan, Tobias Gehring, Christian Weedbrook, and Seth
Lloyd. Advances in photonic quantum sensing. Nature Photonics, 12(12):724–733,
2018.

[35] Jianwei Wang, Fabio Sciarrino, Anthony Laing, and Mark G Thompson. Integrated
photonic quantum technologies. Nature Photonics, 14(5):273–284, 2020.

[36] Omar S Magana-Loaiza, Gregory A Howland, Mehul Malik, John C Howell, and
Robert W Boyd. Compressive object tracking using entangled photons. Applied
Physics Letters, 102(23):231104, 2013.

[37] RE Slusher. Laser technology. Reviews of modern physics, 71(2):S471, 1999.

[38] William J Callaway et al. Introduction to Radiologic Technology-E-Book. Elsevier
Health Sciences, 2013.

[39] Abid Haleem and Mohd Javaid. 3d scanning applications in medical field: a literature-
based review. Clinical Epidemiology and Global Health, 7(2):199–210, 2019.

[40] Patricia Daukantas. 2015: The international year of light. Optics and Photonics
News, 26(1):28–35, 2015.

[41] Vittorio Giovannetti, Seth Lloyd, and Lorenzo Maccone. Advances in quantum
metrology. Nature photonics, 5(4):222, 2011.

[42] Patrick M Birchall, Euan J Allen, Thomas M Stace, Jeremy L O’Brien, Jonathan CF
Matthews, and Hugo Cable. Quantum optical metrology of correlated phase and loss.
Physical review letters, 124(14):140501, 2020.

[43] Chenglong You, Mingyuan Hong, Peter Bierhorst, Adriana E Lita, Scott Glancy,
Steve Kolthammer, Emanuel Knill, Sae Woo Nam, Richard P Mirin, Omar S Magana-
Loaiza, et al. Multiphoton quantum metrology with neither pre-nor post-selected
measurements. arXiv preprint arXiv:2011.02454, 2020.

[44] Christian L Degen, F Reinhard, and Paola Cappellaro. Quantum sensing. Reviews
of modern physics, 89(3):035002, 2017.

[45] Sheng-Kai Liao, Wen-Qi Cai, Wei-Yue Liu, Liang Zhang, Yang Li, Ji-Gang Ren,
Juan Yin, Qi Shen, Yuan Cao, Zheng-Ping Li, et al. Satellite-to-ground quantum key
distribution. Nature, 549(7670):43–47, 2017.
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quantum metrology. AVS Quantum Sci., 2(024703), 2020.

[186] Sanjaya Lohani, Erin M Knutson, and Ryan T Glasser. Generative machine learning
for robust free-space communication. Commun. Phys., 3(1):1–8, 2020.

[187] Jiuxiang Gu, Zhenhua Wang, Jason Kuen, Lianyang Ma, Amir Shahroudy, Bing
Shuai, Ting Liu, Xingxing Wang, Gang Wang, Jianfei Cai, et al. Recent advances in
convolutional neural networks. Pattern Recognit., 77:354–377, 2018.

[188] Mario Krenn, Robert Fickler, Matthias Fink, Johannes Handsteiner, Mehul Malik,
Thomas Scheidl, Rupert Ursin, and Anton Zeilinger. Communication with spatially
modulated light through turbulent air across vienna. New J. Phys., 16(11):113028,
2014.

[189] Mario Krenn, Johannes Handsteiner, Matthias Fink, Robert Fickler, Rupert Ursin,
Mehul Malik, and Anton Zeilinger. Twisted light transmission over 143 km. Proc.
Natl. Acad. Sci., 113(48):13648–13653, 2016.

[190] Timothy Doster and Abbie T Watnik. Machine learning approach to oam beam de-
multiplexing via convolutional neural networks. Appl. Opt., 56(12):3386–3396, 2017.

[191] Se Rim Park, Liam Cattell, Jonathan M Nichols, Abbie Watnik, Timothy Doster,
and Gustavo K Rohde. De-multiplexing vortex modes in optical communications
using transport-based pattern recognition. Opt. Express, 26(4):4004–4022, 2018.

[192] Alex Turpin, Ivan Vishniakou, and Johannes d Seelig. Light scattering control in
transmission and reflection with neural networks. Opt. Express, 26(23):30911–30929,
2018.

[193] Sanjaya Lohani, Erin M Knutson, Matthew O’Donnell, Sean D Huver, and Ryan T
Glasser. On the use of deep neural networks in optical communications. Appl. Opt.,
57(15):4180–4190, 2018.

[194] Junmin Liu, Peipei Wang, Xiaoke Zhang, Yanliang He, Xinxing Zhou, Huapeng
Ye, Ying Li, Shixiang Xu, Shuqing Chen, and Dianyuan Fan. Deep learning based
atmospheric turbulence compensation for orbital angular momentum beam distortion
and communication. Opt. Express, 27(12):16671–16688, 2019.

107



[195] Rui-Bo Jin, Wu-Hao Cai, Chunling Ding, Feng Mei, Guang-Wei Deng, Ryosuke
Shimizu, and Qiang Zhou. Spectrally uncorrelated biphotons generated from “the
family of bbo crystal”. Quantum Engineering, 2(2):e38, 2020.

[196] Andrew Forbes, Angela Dudley, and Melanie McLaren. Creation and detection of
optical modes with spatial light modulators. Adv. Opt. Photon., 8(2):200–227, 2016.

[197] Mohammad Mirhosseini, Omar S Magaña-Loaiza, Changchen Chen, Seyed Moham-
mad Hashemi Rafsanjani, and Robert W Boyd. Wigner distribution of twisted pho-
tons. Phys. Rev. Lett., 116(13):130402, 2016.

[198] Robert Fickler, Mario Krenn, Radek Lapkiewicz, Sven Ramelow, and Anton Zeilinger.
Real-time imaging of quantum entanglement. Sci. Rep., 3:1914, 2013.

[199] Sebastian Ruder. An overview of gradient descent optimization algorithms. arXiv
preprint arXiv:1609.04747, 2016.

[200] Brandon Rodenburg, Omar S Magaña-Loaiza, Mohammad Mirhosseini, Payam
Taherirostami, Changchen Chen, and Robert W Boyd. Multiplexing free-space chan-
nels using twisted light. J. Opt., 18(5):054015, 2016.

[201] Jeremy P Bos, Michael C Roggemann, and VS Rao Gudimetla. Anisotropic
non-kolmogorov turbulence phase screens with variable orientation. Appl. Opt.,
54(8):2039–2045, 2015.

[202] Guodong Xie, Yongxiong Ren, Hao Huang, Martin PJ Lavery, Nisar Ahmed, Yan
Yan, Changjing Bao, Long Li, Zhe Zhao, Yinwen Cao, et al. Phase correction
for a distorted orbital angular momentum beam using a zernike polynomials-based
stochastic-parallel-gradient-descent algorithm. Opt. Lett., 40(7):1197–1200, 2015.

[203] Joseph B Altepeter, Evan R Jeffrey, and Paul G Kwiat. Photonic state tomography.
Adv. At., Mol., Opt. Phys., 52:105–159, 2005.

[204] Adrien Nicolas, Lucile Veissier, Elisabeth Giacobino, Dominik Maxein, and Julien
Laurat. Quantum state tomography of orbital angular momentum photonic qubits
via a projection-based technique. New J. Phys., 17(3):033037, 2015.

[205] Zhihao Xiao, R Nicholas Lanning, Mi Zhang, Irina Novikova, Eugeniy E Mikhailov,
and Jonathan P Dowling. Why a hole is like a beam splitter: A general diffraction
theory for multimode quantum states of light. Physical Review A, 96(2):023829, 2017.

108



Vita
Narayan Bhusal was born and raised in a small town, Ramapur, which is located in

southwestern Nepal. He later moved to the capital city Kathmandu for higher education.

He completed his undergraduate along with a two-year M. Sc. degree in physics from Trib-

huvan University, Kathmandu before moving to the United States to pursue his doctoral

degree in physics. He finished the M.S. in physics in December of 2018, en route to his

Ph.D. degree. He conducted research in both the theoretical and experimental aspects of

quantum technologies, biomedical imaging, and nonlinear materials. In addition, he has

built an expertise in exploiting artificial intelligence in various applications. After gradu-

ating in May 2021, Dr. Bhusal aims to continue his journey in research and development

as a postdoctoral research scientist. The following is the list of his publications during his

doctoral study at LSU.

Peer-reviewed Articles

1. “Spatial Mode Correction of Single Photons using Machine Learning,” N. Bhusal, S.
Lohani, C. You, M. Hong, J. Fabre, P. Zhao, E.M. Knutson, R.T. Glasser, and O.S.
Magaña-Loaiza. Advanced Quantum Technologies (QuTE), 2000103 (2020). Click
here to access!

2. “Optomechanical entanglement at room temperature: a simulation study with realistic
conditions,” K. Y. Dixon, L. Cohen, N. Bhusal, C. Wipf, J. P. Dowling, and T.
Corbitt. Physical Review A 102 (6), 063518 (2020). Click here to access!

3. “Identification of Light Sources using Machine Learning,” C. You, M.A. Quiroz-
Juarez, A. Lambert, N. Bhusal, C. Dong, A. Perez-Leija, A. Javaid, R. de J. Leon-
Montiel, and O.S. Magana-Loaiza. Applied Physics Reviews. 2020 Jun 5;7(2):021404.
(2020). Click here to access!

4. “Quantum-Limited Squeezed Light Detection with a Camera,” E.S. Matekole, S.L.
Cuozzo, N. Prajapati, N. Bhusal, H. Lee, I. Novikova, E.E. Mikhailov, J.P. Dowling,
and L. Cohen. Physical Review Letters, 2020 Sep 10;125(11):113602 (2020). Click
here to access!

5. “Performance analysis of a high sensitivity multipinhole cardiac SPECT system with
hemiellipsoid detectors,” N. Bhusal, J. Dey, J. Xu, K. Kalluri, A. Konik, J.M.
Mukherjee, and P.H. Pretorius. Medical Physics, 46 (1), 116-126 (2019). Click here
to access!

109

https://doi.org/10.1002/qute.202000103
https://doi.org/10.1002/qute.202000103
https://doi.org/10.1103/PhysRevA.102.063518
https://doi.org/10.1063/1.5133846
https://link.aps.org/doi/10.1103/PhysRevLett.125.113602
https://link.aps.org/doi/10.1103/PhysRevLett.125.113602
https://doi.org/10.1002/mp.13277
https://doi.org/10.1002/mp.13277


6. “Phase estmation in an SU(1,1) interferometer with displaced squeezed states,” S.
Adhikari, N. Bhusal, C. You, H. Lee and J.P. Dowling, OSA Continuum 1 2 (2018).
Click here to access!

7. “Experimental method and statistical analysis to fit tumor growth model using SPECT
/CT imaging: a preclinical study,” I. Hidrovo, J. Dey, M. E. Chesal, D. Shumilov,
N. Bhusal, and J.M. Mathis, Quantitative imaging in medicine and surgery 7 (3),
299 (2017). Click here to access!

Patents

1. “Phase contrast x-ray interferometry,” J. Dey, N. Bhusal, L. Butler, J.P. Dowling,
K. Ham, V. Singh, US Patent App. 16/044, 111 (01/24/2019). Issued 12/22/2020,
US Patent no.: 10872708. (2020). Click here to access!

Articles in Preparation

1. “Smart Identification of Light Sources beyond the Abbe-Rayleigh Resolution Limit,”
N. Bhusal, M. Hong, N.R. Miller, M.A. Quiroz-Juarez, R.d J. Leon-Montiel, C. You,
and O.S. Magana-Loaiza, (In Preparation).

2. “Noisy Coherent Population Trapping: Application to Dissipative Qubit State Prepa-
ration,” A. Danageozian, N. Miller, P. Barge, N. Bhusal, L.M. Norris, L. Viola, and
J.P. Dowling, (In Preparation).

3. “Low-Light Quantum Imaging using Noise Map of Squeezed-Vacuum States,” S.L.
Cuozzo, P. Barge, N. Prajapati, N. Bhusal, H. Lee, L. Cohen, I. Novikova, and E.E.
Mikhailov, (In Preparation).

Conference Papers

1. “Numerical Evaluation of Ponderomotive Entanglement in Realistic Experimental
Conditions,” K.Y. Dixon, L. Cohen, N. Bhusal, C. Wipf, J.P. Dowling, and T.
Corbitt, In Frontiers in Optics (pp. JW6A-21), Optical Society of America, 2020.
Click here to access!

2. “Artificial Neural Networks for Turbulence Correction of Structured Light,” N. Bhusal,
S. Lohani, C. You, A. Lambert, E.M. Knutson, J.P. Dowling, R.T. Glasser, and O.S.
Magaña-Loaiza, Frontiers in Optics, FTu5B. 2, (2019). Click here to access!

3. “Two-dimensional single grating phase contrast system,” J. Xu, J. Dey, K. Ham,
N. Bhusal, and L.G. Butler, Proc. SPIE 10573, Medical Imaging 2018: Physics of
Medical Imaging, 1057323 (2018). Click here to access!

4. “A Novel Phase Contrast X-ray System,” J. Dey, J. Xu, K. Ham, N. Bhusal, and
V. Singh, 2017 IEEE Nuclear Science Symposium and Medical Imaging Conference
(NSS/MIC), Atlanta, GA, (2017). Click here to access!

110

https://doi.org/10.1364/OSAC.1.000438
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5537136/
https://patents.google.com/patent/US20190027265A1/en
https://www.osapublishing.org/abstract.cfm?uri=FiO-2020-JW6A.21
https://doi.org/10.1364/FIO.2019.FTu5B.2
https://doi.org/10.1117/12.2292829
https://ieeexplore.ieee.org/abstract/document/8532663


5. “Point-Source Measurements using a Dome Shaped CsI Detector for Cardiac SPECT,”
J. Dey, N. Bhusal, K. Matthews, P. Maggi, M. More, C. Brecher, and V. Nagarkar,
2017 IEEE Nuclear Science Symposium and Medical Imaging Conference (NSS/MIC),
Atlanta, GA, (2017). Click here to access!

6. “Multi-pinhole cardiac SPECT performance with hemi-Ellipsoid detectors for two ge-
ometries,” K. Kalluri, N. Bhusal, D. Shumilov, A. Konik, J. M. Mukherjee, P.H.
Pretorius, J. Dey, 2015 IEEE Nuclear Science Symposium and Medical Imaging Con-
ference (NSS/MIC), San Diego, CA, (2015). Click here to access!

7. “Bayesian inference based reconstruction for poisson statistics,” J. Dey, J. Xu, N.
Bhusal, and D. Shumilov, 2015 IEEE Nuclear Science Symposium and Medical Imag-
ing Conference (NSS/MIC), San Diego, CA, (2015). Click here to access!

111

https://ieeexplore.ieee.org/abstract/document/8533014
https://ieeexplore.ieee.org/abstract/document/7582127
https://ieeexplore.ieee.org/abstract/document/7582216

	Smart Quantum Technologies using Photons
	Recommended Citation

	 ACKNOWLEDGMENTS 12pt
	 LIST OF FIGURES 12pt
	 ABSTRACT
	Introduction
	Review of Fundamentals
	States of Light
	Spatially Structured Light
	Machine Learning
	Summary

	Novel Theoretical Methods in Quantum Metrology
	Background and Motivation
	SU(1,1) Metrology with Displaced Squeezed Light
	Symplectic Formalism for SU(1,1)
	Sensitivity of Phase Estimation
	Novel Squeezed Light Detection with Camera
	Summary

	Smart Light Source Identification
	Background and Motivation
	Experimental Setup
	Computational Methods
	Photon Statistics of Light Sources
	Source Discrimination with Naive Bayes
	Source Discrimination with 1-D CNN
	Smart Multi-light Source Identification
	Summary

	Smart Spatial Mode Correction
	Background and Motivation
	Experimental Setup
	Computational Methods
	Spatial Mode Correction
	OAM State Tomography
	Correlation Matrix Reconstruction
	Mutual Information of the Channel
	Summary

	Conclusion
	Novel Theoretical Methods in Quantum Metrology
	Reuse and Permission
	OSA Continuum, OSA Publishing
	Physical Review Letters, APS Publishing
	Applied Physics Reviews, AIP Publishing
	Advanced Quantum Technologies, Wiley

	 REFERENCES
	 VITA

