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Abstract 

This work aimed to assess the performance of two numerical simulation methods to 

replicate flow capacity test (FCT) results and predict the flow coefficient (𝐶𝑣) and critical pressure 

ratio (𝑅𝑐𝑝) of gas lift valves (GLVs). FCTs use a modified GLV with an adjustable stem 

positioning system to obtain pressure as a function of flow rate for different stem positions to 

calculate 𝐶𝑣 and 𝑅𝑐𝑝. Therefore, this study used both a one-dimensional (1D) mechanistic model 

and computational fluid dynamics (CFD) to predict the same variable from the FCT without tests 

using modified GLVs. This methodology demonstrates accurate results, which were compared to 

benchmarking information from tests and an extensive GLV database. 

This study developed a 1D model and mechanistic flow equation representing the 

restrictions of GLV internal flow domains. This model considers the equivalent open area at the 

orifice and check valve and uses experimental data from the dynamic test of the GLV performance 

test to calibrate the model before running for multiple stem positions. Twelve different GLVs were 

modeled and simulated using this approach. Similarly, a CFD model of the full GLV including all 

internal features was built to assess the potential for using CFD to predict the correlation 

coefficients for flow coefficients (𝐶𝑣) and critical pressure ration 𝑅𝑐𝑝. The results were also 

compared against experimental data from the Valve Performance Clearinghouse (VPC) database. 

The 1D and CFD simulation results show strong consistency and accuracy when compared 

to experimental results and data from the VPC database. CFD results show greater accuracy than 

the less complex 1D model results. Most flow coefficients (𝐶𝑣) and critical pressure ration 𝑅𝑐𝑝 

datapoints from CFD simulations for different stem positions are within a 15% error range. While 

the 1D model shows higher variability than the CFD methodology, 9 out of the 12 valve 
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configurations evaluated show the majority of data points for 𝐶𝑣 and 𝑅𝑐𝑝 within a 15% error range 

of the experimental results. VPC correlation is the best available correlation and predicts flow rates 

with +/-20% accuracy over the pressure range. 
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1. Chapter 1. Introduction 

The production lifetime of an oil well typically experiences a natural flow rate decline 

driven by reservoir energy depletion. Eventually, the reservoir cannot supply enough pressure to 

naturally lift the fluids to surface facilities. To overcome this issue, artificial lift methods are often 

employed to lift reservoir fluids to the surface. Artificial lift systems may also be included in well 

designs to operate from the start of well operation and optimize production. The design of artificial 

lift methods must consider parameters including fluid properties, gas content, well depth, solids 

content, downhole pressure, and production flow rates, among others. Notably, the gas lift (GL) 

method is one of the most commonly deployed artificial lift methods for both offshore and onshore 

wells (Tang et al., 1999). 

GL is a traditional artificial lift method with over 130 years of operation history in the 

United States and its popularity is linked to its strong reliability and ability to operate at a wide 

range of production flow rates (Pittman, 1982; Xu et al., 2013). The GL method primarily consists 

of reducing the bottom hole pressure (BHP) by continuously or intermittently injecting gas into 

the fluid column. The lighter fluid in the wellbore decreases the density of the flowing fluid 

mixture, which leads to lower hydrostatic pressure. Subsequently, lower buttonhole pressure 

creates a higher differential pressure between the bottom hole and surface, which increases 

production or reestablishes flow when there is insufficient energy to lift the fluids (Coutinho, 

2018). 

Figure 1.1 presents a schematic of a GL system. In such systems, high-pressure gas is 

typically injected into the annular space between the casing and the production tubing and then 

flows down to reach the depth where the gas lift valves (GLVs) are installed. When the annulus 
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pressure is higher than the tubing pressure, the gas flows through the GLV into the tubing and 

mixes with wellbore fluids. The gas ultimately reduces the mixture density, which facilitates a 

production flow to the surface. In the case of a continuous GL, the injection is relatively constant 

as long as production rates and reservoir pressure remain relatively unchanged. For intermittent 

GL—typically used when reservoir pressure is insufficient even when the GL injection rate is 

optimized—the well is shut for a certain amount of time until the reservoir pressure near the 

wellbore has increased enough to lift the production fluids to the surface. Then, a slug of gas is 

injected to lift the fluids that accumulated in the wellbore.  

The GLV is one of the main elements of this system and functions as a form of 

communication between the injected gas in the casing and the tubing string. Moreover, GLVs are 

categorized as either operating valves or unloading valves.  

Operating valves (also known as “orifice valves”) are typically installed at the deepest point 

of injection (i.e., closest to the bottom of the well). Additionally, operating valves are always open, 

with flow only being controlled by the pressure drop and valve orifice size. The second type of 

GLV is the unloading valve, also known as an injection pressure-operated (IPO) or production 

pressure-operated (PPO) valve. As their names suggest, the difference between operating and 

unloading valves is related to their functions in GL operations. Unloading valves are only required 

for the so-called well unloading process, while the operating valves are designed to allow gas flow 

only during continuous GL operation.  
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Figure 1.1. Schematic of an oil well producing liquid using a gas lift system (Rasouli et al., 

2013). 

The unloading process consists of removing the static liquid column from the well (i.e., 

“unloading” the well), which occurs before initiating continuous production or after well 

intervention in a GL well. Unloading valves are designed to open at specific set pressures to enable 

the unloading process. Typically, multiple unloading valves are installed along the well. 

Parameters such as minimum opening pressure and orifice size are set at the surface before 

attaching the valves to the tubing string and installing them in the well. One major valve design 

element is the orifice size and stem position mechanism, which regulates the valve’s opening and 

closing “status” and thus controls the injection gas rate. Moreover, stem movement is governed by 

a force balance between the injection pressure acting on the bellows areas and the nitrogen pressure 
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injected within a dome or bellows’ volume. A schematic of a typical IPO GLV is provided in 

Figure 1.2. 

 

 

Figure 1.2. Schematic of a typical injection pressure-operated (IPO) gas lift valve. The 

dashed box provides more details on the major components of an IPO valve. Source: Modified 

from API 19G2 et al. (2010). 

 

1.1. Gas Lift Valve Performance 

Valve performance is a crucial factor that dictates the success of a GL system for both 

unloading and continuous production operations. Since valve parameters are set at the surface and 

cannot easily be changed without a well intervention, it is important to understand how valves 

perform under downhole conditions to accurately design GL well systems. Decker (1993) defines 

GLV performance as a measure of the valve’s flow rate in response to changes in the casing and/or 
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tubing pressure for a given dome set pressure. Poor valve performance might lead to insufficient 

gas being injected into the tubing, thereby reducing production efficiency or even precluding the 

unloading process for the designed conditions. On the other hand, an excessive gas flow may create 

excessive liquid unloading, which may affect separation facilities at the surface and violate 

restrictions for sand control and water coning, thereby reducing production efficiency. 

(Economides, 2013). Design details such as valve spacing, compressor capacity, and GLV port 

sizing are also strongly dependent on valve performance information. Therefore, determining 

accurate valve performance is of utmost importance for the proper design and operation of GL 

systems. 

Figure 1.3 presents an example of a performance curve for an IPO GLV. Depending on the 

stem position relative to the seat, the pressure distribution in the valve’s flow domain and 

characteristics of the flow field may differentiate. For a fully open valve with the stem up to a point 

that makes the minimum restriction flow area the entire orifice area, the maximum flow rate 

through the valve is achieved. In this case, the flow mode is known as orifice flow. Furthermore, 

the orifice mode can be divided into two sub-regions: critical and subcritical. For the critical flow, 

changes in downstream pressure do not affect the flow rate, which remains constant regardless of 

the downstream pressure. Under subcritical flow conditions, downstream pressure drop 

considerably affects the flow rate. Notably, while upstream pressure affects the gas flow rate 

through the GLV in the critical sub-region, downstream pressure does not.  
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Figure 1.3. Gas lift valve performance curve highlighting the critical and subcritical flow 

sub-regions. 

 

Equation 1.1 calculates the flow rate (𝑄) to estimate the flow performance curve. Notably, 

the flow coefficient (𝐶𝑣) and pressure ratio (𝑅𝑝) must be experimentally determined.  

 
𝑄 = 32.6𝐶𝑣𝑌𝑃𝑖𝑛𝑗√𝑅𝑝/(𝛾𝑔𝑇𝑔𝑍) 1.1 

where 𝑃𝑖𝑛𝑗  is injection pressure, T is temperature, 𝛾𝑔 is specific gravity, and Z is the compressibility 

factor.  

Since valve restrictions create hydraulic head loss upstream and downstream of the valve, 

an experimentally determined factor known as the discharge coefficient (𝐶𝑑) is introduced in the 

flow rate equation (Driskell, 1983). 𝐶𝑑 accounts for factors such as friction, heat transfer, boundary 

layer thickness, and other factors that may affect flow and lead to differences between actual and 

theoretical flow (Brahma, 2019). 𝐶𝑑 can be understood as the rate between the actual flow rate 

(𝑄𝑎𝑐𝑡𝑢𝑎𝑙) and theoretical flow rate (𝑄𝑡ℎ𝑒𝑜) while considering the theoretical flow rate through an 

ideal orifice (ASME, 1971). Regarding the concept of flow coefficient or flow capacity (𝐶𝑣) that 
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appears in Equation 1.1, it is used to characterize the capacity or efficiency of a GLV. This constant 

is related to the geometry of the valve and assumes a specific value for each valve position or valve 

travel. In summary, the flow capacity of the valve (𝐶𝑣) accounts for multiple factors such as 

irreversible losses (discharge coefficient, 𝐶𝑑) and the velocity of approach and contraction 

coefficient (Driskell, 1983). An accurate prediction of 𝐶𝑣 is very important for obtaining an 

accurate characterization of GLV performance. Mathematically, 𝐶𝑣 can be derived from the 

theorem of energy conservation and is presented in a widely used form in Equation 1.2: 

 

𝐶𝑣 = 𝑄√
𝑆𝐺

∆𝑃
 1.2 

where 𝑄 is the flow rate, 𝑆𝐺 is the gas specific gravity and ∆𝑃 is the pressure drop across the 

restriction. 

The 𝑌 term in Equation 1.1 is the expansion factor quantified in pounds per cubic foot. For 

compressible fluids, expansion occurs with decreasing pressure. Therefore, the specific weight of 

a fluid decreases as it flows from upstream (high pressure) to downstream of the restriction 

(Driskell, 1983). As a result, a compressible flow must be accelerated to a greater velocity than an 

equal mass of an incompressible fluid, such as a liquid. To account for this effect, the expansion 

factor is added as a correction in the equation for compressible flow rate calculation. The expansion 

factor Y is determined as follows (Decker, 1993b): 

 
𝑌 = 1 −  

𝑅𝑝

3𝐹𝑘𝑅𝑐𝑝
 1.3 

where 𝑅𝑝 is the critical pressure, 𝑅𝑐𝑝 is the critical pressure ratio, 𝑘 is the specific heat ratio of the 

gas defined as the ratio between specific heat at constant pressure and specific heat at constant 

volume (𝑐𝑝/𝑐𝑣). 𝐹𝑘 is a correction factor for the ratio of specific heats (𝑘). For air and diatomic 
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gases, the specific heat is 1.4; however, for other gases and vapor, the critical pressure ratio must 

be corrected for the difference in thermodynamic properties. The correction factor is defined as 

𝐹𝑘 =
𝑘

1.4
. Details regarding the definition and derivation of the expansion factor can be found in 

Driskell (1983). 

Critical pressure ratio 𝑅𝑐𝑝 is a value that indicates the pressure conditions at which the flow 

transitions to critical or supersonic. At this point, the flow is also known as choked or critical flow. 

This is a very important concept to consider when designing many types of flow devices. As the 

flow achieves the critical point, the system reaches its maximum possible mass flow rate condition 

as a function of downstream pressure. In other words, the mass flow rate after the critical point is 

no longer dependent on the downstream pressure. The critical pressure 𝑃𝑐 is the downstream 

pressure at the critical pressure ratio. For an ideal gas, the critical pressure can be calculated using 

the critical pressure ratio equation. The equation describing the critical pressure (𝑃𝑐) for a 

compressible fluid and isentropic process with upstream pressure 𝑃1 is expressed as follows (Brill 

& Mukherjee, 1999): 

 

𝑅𝑐𝑝 =
𝑃𝑐

𝑃1
= (

2

𝑘 + 1
)

𝑘
𝑘+1

  1.4 

Both 𝐶𝑣 and 𝑅𝑐𝑝 are related to the geometry of the valve. For each valve position or valve 

travel, the flow coefficient and critical pressure ratio assumes a different value.  

A series of experimental procedures and recommendations detailed by the American 

Petroleum Institute (API) is defined to guide the determination of GLV flow performance. These 

tests include the following (API 11V2, 2001; API 19G2 et al., 2010; Decker, 1993b): 

- Dynamic or live valve test (LVT) 
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- Load rate test (LRT) 

- Flow capacity test (FCT) 

The aforementioned tests are described in greater detail in Section 2.7 of this thesis. 

Notably, each of these tests requires specific equipment, training, and hazard mitigation. 

Louisiana State University is currently responsible for the Valve Performance 

Clearinghouse (VPC) Project, which aims to conduct GLV performance tests and establish a 

database that facilitates the creation of performance curves for distinct operational conditions. The 

VPC database gathers a series of coefficients generated from test data that are used to determine 

the flow performance of GLVs under distinct operational conditions (Decker, 2014). The VPC 

database contains information for approximately 230 different GLV configurations, including 

various valve models and port sizes. The information from the VPC database is typically employed 

to estimate valve performance for real GL systems design. Section 3.1 presents a more detailed 

description of the VPC database.  

Working with high-pressure, high-flow-rate tests increases the complexity of experimental 

setups, which require significant gas storage volumes and high-pressure equipment. In the context 

of FCTs, one additional challenge is the need for a modified valve capable of accurately adjusting 

the stem position of the GLV. Figure 1.4 presents a comparison between the standard GLV and 

the modified valve with an adjustable screw. Since valve manufacturers do not provide these 

modified valves, machining work is necessary on the original valve before performing the FCTs. 

The process of preparing the modified valve is considerably time consuming and expensive. 

Furthermore, the valve cannot be re-used after modification to perform LVTs or LRTs since the 

bellows or springs are removed to install the adjustable stem. In other words, valve modification 

incapacitates valves for any other use. Maintaining an accurate stem position (𝑑𝑥) may also be 
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challenging since the dx is adjusted based on the number of turns of the precision screwed rod 

connected to the stem tip. Precision can be affected by the tolerance of the machined screw as well 

as the operation and manual adjustment of its position. 

 

 

Figure 1.4. Representation of a modified injection pressure-operated valve (right) with a 

stem adjusted for a flow capacity test.  

 

According to Decker (2014), the API recommended practice (API 19G2 et al., 2010) 

overpredicts the flow rate prediction with ports smaller than 12/64 inches by approximately 30%. 
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Moreover, for port sizes larger than 12/64 inches, the errors in valve performance determination 

can reach 50%. This accuracy level raises the importance of robust research methods and the 

optimization of current practices. 

Considering the aforementioned issues related to FCTs, efforts to improve the capacity 

tests for GLVs are crucial to increase the efficiency of testing procedures and better manage the 

use of resources to perform the GLV tests. The use of computational techniques (e.g., numerical 

modeling) has already solved a distinct problem (Turzo & Takacs, 2009) and can also be used to 

evaluate GLV performance. Methods such as the computational fluid dynamics (CFD) model have 

been employed to address problems in many different industries, such as oil and gas, aviation, 

chemical, environmental, urban planning, and biomedical (Buchan et al., 2020; Meriem-Benziane 

et al., 2020; Sami & Turzo, 2020; Trindade et al., 2021). Specifically, the CFD facilitates the 

replication of complex flow domains and flow simulation using the conservation equations that 

govern the flow field.  

Besides CFD, one-dimensional (1D) models are also commonly employed to solve 

engineering problems. 1D models are generally less complex than CFD models; however, 1D 

models usually do not resolve the systems but employs correlations, physical equations, and 

empirical considerations to reduce the system’s complexity. For instance, 1D models can simulate 

flow while considering the main equivalent areas open to flux with an accuracy that meets the 

requirements of many engineering problems (Azim, 2019; Ruiz et al., 2014). Some advantages of 

1D steady-state flow models include their simplicity for creating and running simulations as well 

as their shorter simulation times. 

Both CFD and the 1D steady-state models can be used as potential solutions for performing 

FCTs. A validated simulation methodology could reduce the number of tests or even avoid the 
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requirement of a modified valve. In light of the unfavorable aspects of current FCT practices, the 

present study aims to develop and validate a methodology based on computational fluid dynamics 

and a 1D steady-state model to numerically perform the flow capacity evaluation of GLVs.  

1.2. Objectives 

The main goal of this study was to develop and evaluate the efficacy of a steady-state 1D 

model and a CFD model to perform the flow capacity evaluation of IPO GLVs and predict 𝐶𝑣 and 

𝑅𝑐𝑝 for distinct stem positions. To achieve the main objective, the following goals were set:  

• Gather available benchmark data from experimental results and the VPC database. The 

data will be used to assess the performance of the models to predict critical variables such 

as flow rate, 𝐶𝑣, and 𝑅𝑐𝑝; 

• Develop both a 1D mechanistic model and a CFD model with multiple IPO GLV 

configurations (e.g., different valve models and orifice sizes);  

• Implement 3D CFD models for different IPO GLVs that include all of the internal features 

(e.g., inlet ports, internal orifice, check valve, and outlet ports); 

• Assess the effectiveness of the modeling approaches by comparing the 1D and CFD model 

results against data from existing experiments and the VPC database. 
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2. Chapter 2. Literature Review 

The first section of this chapter includes a description of the three different experimental 

procedures employed for the determination of GLV performance. The following section presents 

a brief review of the literature and current practices related to determining GLV performance using 

both experimental and computational methods.  

2.1. Gas Lift Valve Performance Determination: Testing Description 

Two methods are generally available for creating GLV performance curves: 

1- Experimental dynamic flow testing for pressure and temperature at field-level 

conditions (API 11V2, 2001; API 19G2 et al., 2010; Decker, 1993b).  

2- Theoretical correlations (Altarabulsi, 2018). 

Since testing a valve at field-level high-pressure conditions may not be feasible, most GL 

designs rely on theoretical correlations to determine the performance curve of a valve under 

various conditions. Some of these theoretical correlations include the VPC correlation, Thornhill-

Craver equation (Cook & Dotterweich, 1946; Bertovic et al., 1997), and API Simplified correlation 

(API 19G2 et al., 2010).  

The API recommended practice provides procedures for GLV performance tests and 

correlation development. Therefore, a combination of three experimental procedures facilitates the 

determination of necessary parameters for correlation development and the further calculation of 

performance curves for valves at field-level conditions (API 11V2, 2001; API 19G2 et al., 2010; 

Decker, 1993b). These tests include the LRT, LVT, and FCT. This thesis primarily focuses on the 

FCT to determine the flow coefficient (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝) as a function of stem 
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travel. Both 𝐶𝑣 and 𝑅𝑐𝑝 are important parameters employed in the VPC correlation to determine 

performance curves. The following is a brief description of the three experimental procedures 

performed to determine GLV performance.  

Load Rate Test: This test is conducted to determine the spring load rate and maximum 

effective stem travel. The test station is designed to apply pressure on the full area of the bellows 

and then measure the stem displacement as a function of pressure. The API 19G2 suggests using 

nitrogen, air, helium, or another compressed gas for these tests (API 19G2 et al., 2010). Plotting 

the stem travel versus the increase in pressure results in a nearly straight line, where the slope of 

the line is the load rate of the valve in psi/inches (Decker, 1993a). Stem displacement is directly 

measured using a linear variable displacement transducer (LVDT) that measures stem movement. 

Figure 2.1 presents a schematic of the test setup suggested by the API 19G2 for the LRT. This test 

can determine the mechanical behavior of a nitrogen-charged dome and bellows system. Figure 

2.2 presents an example of the LRT results for an IPO GLV with a dome pressure of 800 psi. 

Additionally, the LRT also allows for the determination of the experimental R-ration, which is a 

function of the valve opening pressure (𝑃𝑣𝑜𝑇) and valve closing pressure (𝑃𝑣𝑐𝑇) for a given 

temperature, as shown in Equation 2.1 (Decker 2014).  

 
𝑅 =

𝑃𝑣𝑜𝑇 − 𝑃𝑣𝑐𝑇

𝑃𝑣𝑜𝑇
 2.1 
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Figure 2.1. Schematics of the test setup for the load rate test. 1: gas lift valve; 2: tester; 3: 

upstream pressure gauge; 4: gas inlet; 5: linear variable displacement transducers; 6: bleed line. 

Source: API 19G2 et al. (2010). 

 

Each dome pressure leads to different GLV load rates and the test is conducted at a few 

different dome pressures to determine the correlation between the load rate and dome pressure. 

Generally, plotting load rate against dome pressure also results in a nearly straight line. Both the 

slope of this line and a reference load rate at a specific dome pressure are parameters stored in the 

VPC database that enable the replication of the straight line and determine the load rates for other 

dome pressures. 
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Figure 2.2. Example of pressure versus stem travel plot from an LRT. The slope of the 

straight line over the effective stem travel region gives the load rate for a specific dome pressure. 

The far-right region (in orange color) indicates the maximum stem travel and the bellows stacking 

region (i.e., non-usable stem travel).  

 

Dynamic Test or Live Valve Test: This test is performed on a flow loop where the GLV is 

placed within a test pocket simulating the side-pocket mandrel. Figure 2.3 shows the flow loop 

used to indicate the test pocket and probe positions. This system can record the gas flow rate 

through the valve as well as the upstream pressure (P1), downstream pressure (P2), upstream 

temperature (T1), and downstream temperature (T2). To perform an LVT on an IPO valve, the 

upstream pressure is held constant while the downstream pressure is decreased, thereby creating a 
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larger gas flow rate across the GLV. This will cause the stem to move as the pressure changes, and 

the gas flow rate versus downstream pressure plot can be created for that pressure drop range. 

Notably, multiple tests run at different dome and upstream pressures are required to characterize 

GLVs.  

 

 

Figure 2.3. Valve Performance Clearinghouse flow loop with an indication of the test 

pocket and probe positions as well as details of the gas flow through the internal domain of the 

valve. 

 

Flow Capacity Test: This test is performed to determine the valve flow coefficient (𝐶𝑣) and 

the critical pressure ratio (𝑅𝑐𝑝) as a function of the stem displacement. The API recommends (API 

11V2, 2001; API 19G2 et al., 2010) using a modified valve with an adjustable stem capable of 

being positioned at a fixed distance from the seat to perform the FCT. Generally, modification 

consists of replacing the internal bellows with a threaded rod that can position the stem during the 
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flow test (Decker, 1993a). A schematic of the modified GLV with an adjustable stem position is 

presented in Figure 1.4.  

 The modified valve is then placed in a test pocket capable of causing flow through the 

valve similar to that of the GL mandrels used in the field. Moreover, pressures and temperatures 

are recorded for the numerous differential pressures applied. Figure 2.4 presents the output of an 

FCT. Each run can provide a single point for the flow capacity (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝) 

for each stem position. More details regarding the three main tests used to evaluate GLV 

performance are provided in API 11V2 (2001), API 19G2 et al. (2010), and  Decker (1993a).  

 

 
Figure 2.4. Flow coefficient versus stem travel: Example of result from the flow capacity 

test for an injection pressure-operated gas lift valve. 
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2.2. Models Developed to Estimate Gas Lift Valve Performance  

The current standard for characterizing GLV performance is the Recommended Practice 

for Gas Lift Valve Performance Testing (API 11V2, 2001). This API document includes 

recommended practices and details for GLV tests. The API compiles a series of procedures that 

combine experimental methods and data processing guidelines to estimate GLV flow performance.  

One of the main methods to used determine GLV performance was developed and 

described in Decker (1993b). The author presents a method for analyzing data on GLV 

performance that explores the ability to estimate the dynamic stem position under flowing 

conditions. Decker’s work describes the LRT, FCT, and LVT, as presented in Section 2.1. The 

correlation for performance calculation is also presented in Decker (1993b). According to Decker, 

the data analysis method applies to any pressure-operated GLV and yields predictions within ±10% 

of the actual flow rate. Results indicate that the statistical accuracy of the correlation may be 

standard at approximately ±20%.  

The work described by Decker (1993b) established the VPC project, which follows test 

and data processing procedures similar to those described by API recommended practices for GLV 

performance testing (API 11V2, 2001). The VPC project aims to continuously test GLVs from 

different manufacturers, models, and configurations to provide operators and service companies 

with access to accurate performance curves for as many valves as possible. After the valves are 

tested in a laboratory setup, a database with a list of numerical coefficients is stored and used to 

reproduce the experimental performance curve for each GLV in the database with an accuracy of 

approximately ±20%, as described in Decker (1993b). Louisiana State University is currently the 

administrator of the VPC project and responsible for conducting GLV performance tests, updating 

the VPC database, and further developing and improving the VPC model.  
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Hepguler (1988) developed a model similar to the approach of Decker (1986). In 

Hepguler’s model, a dynamic force balance equation is used to calculate the stem position. The 

difference in this model is that the effective pressure is obtained by measuring the effective 

pressure and force acting on the ball. Figure 2.5 provides a schematic of the load test setup with 

the load cell attached to the stem. To determine the discharge coefficient, the product 𝑌𝐶𝑑 is 

determined from experiments that measure the pressure in the interior of the valve. To obtain the 

load rate, Hepguler suggests an apparatus to measure the dome’s internal pressure. Results from 

the application of this method accurately describe the valve performance and also reduce the 

volume of data required (Hepguler et al., 1993). However, due to the complexity of the 

measurements required to calibrate this model, Hepguler’s approach is considered highly 

impractical (Hérnandez, 2016). The methodology presented in this thesis can also model separated 

components and consider the effects of pressure drops at the check valve and orifice on the overall 

performance of the valve. However, the 1D mechanistic model used to computationally determine 

the pressure drop at each component considerably reduces the complexity of the procedure and 

eliminates the need to experimentally measure internal flowing pressures. 
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Figure 2.5. Schematics of the valve used in the effective load test (Hepguler et al., 1993). 

 

Sagar (1991) also presented a mechanistic model that follows a similar approach to those 

of Decker and Hepguler. In Sagar’s model, the effective pressure on the stem ball is obtained using 

the 1D compressible flow theory. One important assumption of this model is that the space between 

the ball and the seat is considered a converging-diverging nozzle. This model considers the flow 

area along the valve as a function of the stem travel and disregards the actual shape of the flow 

path. The stem travel is determined by the force balance equation based on the effective pressure 

on the ball. Although this model employs a physics-based approach, the actual complexity of the 

flow passage around the ball and seat may not be entirely captured by the assumption of the 

converging-diverging nozzle (Hérnandez, 2016). Similarly, the 1D model approach presented in 
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this thesis treats the area around the ball and seat for each stem position as well as the area of the 

check valve as a single equivalent circular flow area. 

Bertovic (1995) developed a model capable of predicting gas flow for the entire range of 

GLV flow modes (orifice, throttling, and transitional flow) using only one set of equations. This 

type of model is also referred to as a unified model. Moreover, this model uses the orifice flow 

equation for the flow across the seat as well as a modified orifice flow equation to determine gas 

flow through the ball seat area. With these two equations, it is possible to determine the 

intermediate pressure between the minimum ball seat area and the seat. The flow rate is obtained 

by applying this intermediate pressure to any of the two equations. Although this model only 

requires six coefficients, the determination of these coefficients requires an extensive dynamic test, 

which makes this method relatively difficult (Hérnandez, 2016).  

Another model used to determine the flow performance of nitrogen-charged GLVs was 

presented by Faustinelli and Doty (2001). The work of Faustinelli and Doty (2001) employed 

physical principles of flow mechanics and divided the GLV into four regions, as shown in Figure 

2.6. Each of these four regions is characterized by pressure, temperature, and equivalent flow area. 

This model includes the prediction of isentropic processes from the upstream condition to the 

minimum flow area as well as the determination of pressure recovery due to a sudden gas 

expansion beyond the minimum flow area. Notably, Faustinelli and Doty (2001) stated that 

previous models did not accounted for the pressure recovery effect. Results from the modeling 

application show an increased accuracy with as low as 5.1% error when compared to experimental 

flow rate results for the JR-STDN 1-inch IPO gas lift valve. The highest error encountered within 

the benchmark was 28.04%. Although Faustinelli and Doty (2001) work only validates the 

methodology for up to 700 psi, the results highlight the promising potential of using mechanistic-
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based models for GLV performance evaluation. Notably, the model better represents the physics 

of the compressible gas flow phenomena on GLVs compared to previous models. 

 

 

Figure 2.6. Schematics of the gas lift valve and four regions considered in Faustinelli and 

Doty’s (2001) method to predict valve flow performance. 1) injection or inlet; 2) ball seat zone; 3) 

orifice or valve port; 4) production or outlet. Source: (Faustinelli & Doty, 2001)  

 

Besides the physical models and experimental procedures, exploring alternative methods 

to model the performance curve of GLVs have shown some potential to either improve the method 

proposed by Decker (1993b) or minimize the number of tests required to accurately provide a 

correlation for a GLV performance curve, particularly for IPO valves. For instance, the study of 

Turzo and Takacs (2009) has shown the potential for using computational methods to determine 

the performance of GLVs. Turzo and Takacs (2009) presented a study that used CFD to determine 

the performance behavior of one specific GLV model. The authors developed an iterative 

procedure to describe the valve stem travel as a function of the net opening force by integrating 
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the pressure distribution on the valve stem tip. Notably, the results of the modeling procedure were 

compared against experimental data and showed a reasonable match. Additional simulations 

considering different valve models and flow ranges could increase the credibility of the CFD 

approach to characterizing GLVs.  

CFD methods also facilitate the investigation of specific design modifications to optimize 

GLV performance. For instance, Elldakli (2015) evaluated the possibility of enhancing the flow 

performance of GLVs with a sharp-edged seat by using larger ball sizes. The work of Elldakli 

(2015)  applied CFD to investigate the effect of using larger ball sizes than those conventionally 

used. For each port size/type, different ball sizes were tested at different stem positions under the 

same injection pressure and temperature. Figure 2.7 presents a schematic of the changes in ball 

size and a plot with the results of flow rate versus stem travel for various ball sizes. Among the 

results obtained from benchmark valve testing, an increasing trend in flow rate under the same 

stem travel was observed as the ball size increased. Elldakli’s (2015) work not only confirms the 

promising potential of using modeling techniques to predict valve performance but also provides 

insights into using this methodology to suggest design optimizations for optimizing flow 

performance.  
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Figure 2.7. Schematics of ball size variation for the same port size and the results of flow 

rate versus stem travel for various ball sizes. Source: Elldakli (2015). 

 

Elldakli and Soliman (2017) also used CFD to study the effect of minor geometric changes 

in stem and orifice shape on the performance of GLVs. These authors simulated flow through IPO 

GLVs with different orifice shapes. This simulation methodology facilitated the investigation of 

numerous designs without the need for machining and experimentally flow testing different valve 

geometries. The optimum design for each port was compared within the initial modified design 

(beveled seat) and a sharp-edged seat. Notably, the results show a significant improvement with 

the optimized design over the original design. 

Kabir et al. (2020) recently published a CFD study to evaluate and optimize ball and seat 

shapes for GLV performance improvement. This work consisted of an experimental and numerical 

simulation approach that aimed to improve the design aspects of the valve for better performance. 

This study concluded that different seat and ball shapes change the open flow between the seat and 
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stem tip, which directly impacts the flow performance of the valve. Figure 2.8 presents the effect 

of such geometric changes on the open space between the seat and stem tip. This study also 

highlights the flexibility of applying numerical simulation methods for both performance 

assessment and the evaluation of GLV design features.  

 

  

Figure 2.8. Effect of port diameter on the flow area changes for larger and smaller ball 

sizes and different seat geometries (Kabir et al., 2020). 

 

The development of methodologies capable of characterizing GLV flow performance is 

highly important to accurately design GL applications. However, the complexity of the high-

pressure compressible gas flow phenomena through the valve increases the challenge of obtaining 

a reliable and effective performance evaluation method. Methods such as those of Sagar (1991), 

Hepguler (1988), and Faustinelli and Doty (2001) have shown relatively accurate flow 

performance results and highlight the potential for considering the internal flow areas at 

restrictions using a physics-based approach. On the other hand, the experimental procedures 

involved in these methods are complex and require valve modifications to obtain pressure 

measurements at internal valve positions. The complexities of these experimental procedures and 
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their data processing make these methodologies impractical for application on multiple GLVs on 

a regular basis. The API recommended practices (API 11V2, 2001) and methodology described 

by Decker (1993a) are relatively less complex when compared to the methods of Faustinelli and 

Doty (2001), Hepguler (1988), and Sagar (1991). However, although largely employed for valve 

performance characterization, Decker (1993) method still requires extensive test runs, a modified 

GLV for the FCT, and complex data processing for correlation development, which also makes 

this method time consuming. 

Using a computational method to characterize valve performance—as demonstrated by 

Elldakli (2015) and Turzo and Takacs (2009)—has the potential to reduce the number of 

experiments required to determine GLV flow behavior as well as the time required to obtain 

results. As demonstrated by Kabir et al. (2020), the use of computational models facilitates the 

evaluation of distinct control domain geometries and the impact on flow behavior. Regarding the 

determination of geometric dependent flow characteristics (e.g., 𝐶𝑣 and 𝑅𝑐𝑝), the use of 

computational models eliminates the need to modify a GLV to perform dynamic flow tests at fixed 

stem positions.  
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3. Chapter 3. Methodology 

The primary objective of this study was to model GLV flow performance using the concept 

of flow coefficient (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝), as presented in the literature review 

chapter. However, previous studies have proposed the experimental determination of 𝐶𝑣 and 𝑅𝑐𝑝 

via several tests. Notably, the present study proposes the use of 1D model and three-dimensional 

(3D) model based on CFD simulations validated with only a few experimental tests to obtain 𝐶𝑣 

and 𝑅𝑐𝑝.  

This chapter describes the methods used to obtain the flow coefficient and critical pressure 

ratio from these 1D model and 3D CFD numerical model simulations. Firstly, the VPC database 

deployed to validate the models is presented. Following the database description, both the 1D and 

3D CFD models are presented alongside the fundamental equations and assumptions behind these 

models. 

3.1. Valve Performance Clearinghouse Database 

This study utilizes the VPC database to validate the 1D mechanistic model and the 3D CFD 

model. The VPC database was created based on GLV flow tests for hundreds of valves from 

several manufacturers with different valve models and configurations. The VPC database contains 

a lookup table with numerical coefficients adjusted from the experimental tests for each valve. 

These coefficients can be used in the VPC correlation to calculate the flow performance curve for 

all valves in the database, with accuracy within 10 % (Decker, 1993). The valves in the VPC 

database were typically flow tested at pressures between 800 and 2,000 psi and at temperatures no 

higher than 100°F. 
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The VPC database has gathered information for over 230 different GLV configurations, 

including orifice valves, IPO valves, PPO valves, and different port sizes for the same valve 

models. The VPC correlation employs a mechanistic model that utilizes a force balance equation 

to calculate the flow rate under dynamic stem positions (Decker, 2014). Nevertheless, the VPC 

correlation is only valid for constant flow gas flow rates, injection, and downstream pressure to 

the valve.  

The performance tests described by Decker (1993) provide the parameters and correlation 

coefficients for each GLV. Equation 3.1 calculates the flow rate at a specific injection pressure 

(𝑃𝑐𝑓) and specific fluid properties. To obtain the flow rate, valve parameters such as the test-rack 

opening pressure (𝑃𝑇𝑅𝑂), load rate (LR), maximum effective stem travel (𝑑𝑥 𝑚𝑎𝑥), flow coefficient 

(𝐶𝑣), and pressure ratio (𝑅𝑝) as a function of stem travel (𝑑𝑥) are required. The expansion factor 

(𝑌) can be written as a function of the critical pressure ratio 𝑅𝑐𝑝. Equations 3.2 to 3.5 present the 

expressions for expansion factor, flow coefficient, critical pressure ratio, and pressure ratio 

(Decker, 1993). 

 

𝑀𝑠𝑐𝑓𝑑 =  32.64 ∗ 𝐶𝑣 ∗ 𝑌 ∗ (𝑃′𝑐𝑓 + 14.7) ∗ √
𝑅𝑝

𝑆𝐺 ∗ 𝑅 ∗ 𝑍 ∗ 𝑇
 3.1 

 
𝑌 =  1 – 

𝑅𝑝

(3 × 𝑅𝑐𝑝 × 𝑘)
 3.2 

 𝐶𝑣  =  𝑎 ∗ 𝑑𝑥𝑐
2 +  𝑏 ∗ 𝑑𝑥𝑐 + 𝑐 3.3 

 𝑅𝑐𝑝  =  𝑐 ∗ 𝑑𝑥c
2  +  𝑑 ∗ 𝑑𝑥𝑐 + 𝑐 3.4 

 
𝑅𝑝 =

(𝑃1 − 𝑃2)

(𝑃1 + 14.7)
 3.5 
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The flow coefficient (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝) are functions of the stem travel 

(𝑑𝑥). For this reason, flow rate calculations require the values of 𝐶𝑣 and 𝑅𝑐𝑝 for each stem position 

while considering the movement of the GLV stem. As described in API 11V2 (2001), the FCT 

facilitates the determination of 𝐶𝑣and 𝑅𝑐𝑝 for multiple stem. Notably, the FCT requires the use of 

a modified GLV with an adjustable stem.  

Therefore, data from the FCT facilitates the development of an empirical correlation of 𝐶𝑣 

and 𝑅𝑐𝑝 as a function of stem position for the entire range of stem travel (𝑑𝑥). The 𝑑𝑥 ranges from 

a closed position (flow area is zero) to a maximum open valve (flow area equals the orifice area). 

Equations 3.6 and 3.7 show the correlation format for 𝐶𝑣 and 𝑋𝑡, which is a third-order polynomial 

equation. Through the 𝐶𝑣 versus 𝑑𝑥𝑠 and 𝑅𝑐𝑝 versus 𝑑𝑥𝑠 curves from the FCT, one can obtain the 

correlation coefficients 𝐶𝑣𝐴, 𝐶𝑣𝐵, 𝐶𝑣𝐶 , 𝑎𝑛𝑑 𝐶𝑣𝐷 for 𝐶𝑣 and 𝑅𝑐𝑝𝐴, 𝑅𝑐𝑝𝐵, 𝑅𝑐𝑝𝐶 , 𝑎𝑛𝑑 𝑅𝑐𝑝𝐷 for 𝑅𝑐𝑝. 

 𝐶𝑣 =  𝐶𝑣𝐴 × 𝑑𝑥𝑠
3  + 𝐶𝑣𝐴 × 𝑑𝑥𝑠

2 + 𝐶𝑣𝐴 × 𝑑𝑥𝑠 + 𝐶𝑣𝐴 

 

3.6 

 𝑅𝑐𝑝  =  𝑅𝑐𝑝𝐴 × 𝑑𝑥𝑠
3 + 𝑅𝑐𝑝𝐵 × 𝑑𝑥𝑠

2 + 𝑅𝑐𝑝𝐶 × 𝑑𝑥𝑠 + 𝑅𝑐𝑝𝐷  3.7 

This thesis proposes using data from numerical simulation to obtain 𝐶𝑣 and 𝑅𝑐𝑝. Validation 

of this new concept can be done by using the 𝐶𝑣 and 𝑅𝑐𝑝 values from previously tested valves in 

the VPC database. The VPC database is a source of correlation coefficients for multiple GLVs that 

enables the calculation of 𝐶𝑣 and 𝑅𝑐𝑝. Therefore, 𝐶𝑣 and 𝑅𝑐𝑝 are calculated for multiple stem 

positions using Equations 3.6 and 3.7.. In the present study, graphs of 𝐶𝑣 and 𝑅𝑐𝑝 as a function of 

stem travel were generated for 12 different IPO GLVs to provide sufficient data to compare to 

results from the 1D model and 3D CFD simulation.  
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Sections 3.2 and 3.3 present a description of the 1D model and 3D CFD models used to 

obtain the simulated 𝐶𝑣 and 𝑅𝑐𝑝 values for 12 GLVs included in the VPC database. Then, the 

simulated results from the 1D and 3D CFD models were validated with data from the VPC 

database. 

3.2. One-dimensional Model Description  

In simple terms, a GLV can be understood as a set of restrictions that control the amount 

of gas flowing through a valve for a given pressure differential in the valve. The valve orifice (or 

port size) acts as a major flow restriction (or choke) since the orifice port size is considerably 

smaller than the inlet and outlet equivalent diameters, especially for valves with smaller orifice 

sizes (e.g., 8/64, 12/64, and 16/64 inches). Theoretically, a choke (shown schematically in Figure 

3.1) is a device that controls the flow rate by restricting flow. Compressible fluids flowing through 

a constriction can accelerate enough to reach sonic velocity at a certain differential pressure 

between upstream and downstream the orifice. Generally, the sonic flow condition is referred to 

as critical flow, while the subsonic condition is known as subcritical flow. This behavior also 

occurs in GLVs, and this similarity facilitates the modeling of gas flow through a GLV using 

critical and subcritical flow correlations.  

 

Figure 3.1. Schematic of a pipe flow restriction (or choke), where dch represents the 

diameter of the choke and dl is the internal diameter of the upstream and downstream flow lines. 
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There are multiple correlations to compute the flow rate through a choke-like fixture. Some 

of these empirical correlations stem from the studies of Ashford and Pierce (1975), Sachdeva et 

al. (1963), API14B, Omana et al. (1969), and the mechanistic model (or semi-empirical 

correlations). 

Depending on whether the flow is subcritical or critical, additional equations are necessary 

to calculate the pressure drop across the restriction. Sections 3.1.1 and 3.1.2 present the pressure 

drop formulas for both the critical and subcritical flow conditions employed in the mechanistic 

model used in this study.  

3.2.1. ∆𝑷 Estimation for Subcritical Flow  

This study used a mechanistic model to calculate gas flow through different GLV 

restrictions. The model was implemented using the commercial software PIPESIM (2018). For a 

complete description of the model, the references cited in the software’s documentation should be 

consulted (Brill & Beggs, 1991). For the case of subcritical flow, the total pressure drop across the 

choke is derived from Bernoulli’s equation, as presented in Equation 3.8. For single-phase gas 

flow, the total pressure drop comes from the gas phase since no liquid is involved.  

 
Δ𝑝𝐺 =

𝜌𝐺𝑣2

2𝑐
 

1

(𝐶𝐷𝑌)2 
 3.8 

where 𝑣 is the gas flow velocity through the orifice, 𝐴𝑏𝑒𝑎𝑛 is the orifice area, 𝑐 is the conversion 

factor for engineering units (𝑐 =  144 𝑔
𝑙𝑏

𝑓𝑡∙𝑠2

1

𝑝𝑠𝑖
), 𝐶𝐷 is the discharge coefficient, and 𝑌 is the 

expansion factor and accounts for the effect of gas compressibility, as described by Equation 3.9 

(Brill & Beggs, 1991).  
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𝑌 = 1 −

0.41 + 0.35𝛿4

𝛾

Δ𝑃

𝑃𝑢𝑝
 3.9 

where 𝛾 is the specific heat ratio, which is the ratio of the specific heat at constant pressure 𝑐𝑃 to 

the specific heat at constant volume 𝑐𝑉. This variable is also referred to as heat capacity ratio, 

isentropic expansion factor, or the adiabatic index. For diatomic gases such as the nitrogen gas 

used in this work, the specific heat ratio is 1.4. The flow coefficient 𝐶𝑣 can be calculated as a 

function of the discharge coefficient (𝐶𝐷), as shown in Equation 3.9.  

 
𝐶𝑣 =

𝐶𝐷

√1 − 𝛿4
 3.10 

 
𝛿 =

𝑑𝑏𝑒𝑎𝑛

𝑑1
 3.11 

The gas flow rate (𝑞𝐺) through the restriction can be obtained by inverting Equation 3.8. 

 

𝑞𝐺 = 𝐴𝑏𝑒𝑎𝑛√

2𝑔𝜌𝑔∆𝑃

[
𝑐

(𝐶𝐷𝑌)2]
 3.12  

The flow area of the restriction is represented by 𝐴𝑏𝑒𝑎𝑛 (𝐴𝑏𝑒𝑎𝑛 =  
𝜋𝑑𝑏𝑒𝑎𝑛

2

4
⁄ ) with an equivalent 

circular diameter 𝑑𝑏𝑒𝑎𝑛. 

3.2.2. ∆𝑷 Estimation for Critical Flow Correlation 

Regarding critical flow through a GLV, pressure drop is a function of the critical pressure 

ratio (𝑅𝑐𝑝) and upstream pressure (𝑃𝑢𝑝). As previously mentioned, the critical pressure ratio 

determines the downstream pressure at which the flow reaches sonic velocity. 𝑅𝑐𝑝 indicates the 

point where a further decrease in downstream pressure no longer affects the flow rate. 
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For single-phase gas flow, the critical pressure ratio is a function of the specific heat 

ratio (𝛾 =
𝐶𝑃

𝐶𝑉
). In the case of diatomic gases, the specific heat ratio assumes values of 𝛾 = 1.4 

and 𝑅𝑐𝑝 = 0.53. Equation 3.13 describes the formula for pressure drop under critical flow 

conditions, where the 𝑅𝑐𝑝 is defined as Equation 1.4 (API Recommended Practice 520; Potter & 

Wiggert, 2010).  

 Δ𝑃 = (1 − 𝑅𝑐𝑝)𝑃𝑢𝑝 3.13 

 

3.2.3. Solver and Modeling Approach 

The governing equations for calculating the flow rate as a function of the pressure drop 

through an orifice are relatively simple and commercial software packages (OLGA., n.d.; 

PIPESIM, 2018) implement the mechanistic model described in Sections 3.21 and 3.2.2. For the 

present study, the commercial software PIPESIM (PIPESIM, 2018) was employed to calculate the 

flow rate for a given set of operating conditions, such as different GLV configurations, port sizes, 

stem positions, fluid types, upstream and downstream pressures, and fluid temperatures. One of 

the advantages of this simulator is its intuitive interface, ability to customize a model according to 

its corresponding set of restrictions, and built-in PVT modeling and plotting capabilities. For 

instance, values such as equivalent diameter, discharge coefficient, fluid heat capacity ratio 

(𝑐𝑝/𝑐𝑣), and flow coefficient can be modified for each GLV.  

Figure 3.2 presents a screenshot of the choke properties window from PIPESIM to show 

the variables that can be customized in this software. The variables and assumptions considered 

for this model are described in Table 3.1 (PIPESIM, 2018). 
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Figure 3.2. Choke configuration window in the PIPESIM simulator with parameters 

considered in the 1D model for GLV. 

 

Table 3.1. Description of the properties available the chole configuration window in 

PIPESIM for the 1D mode for GLV. 

General 

Subcritical correlation Correlation from the list. This work is set to 

mechanistic, which uses the equations described in 

Section 3.2.1. 

Critical correlation Correlation from the list. This work is set to 

mechanistic, which uses the equations described in 

Section 3.2.2 to define pressure drop. 

Bean size Equivalent circular diameter of the available flow area 

of the restriction. In the present work, this variable is 

used to calibrate the model. 

Critical pressure ratio Used to determine the downstream pressure when 

critical flow occurs in the choke. The calculations are 

performed using the Ashford-Pierce method (Ashford 

and Pierce, 1975): 

𝑑𝑞

𝑑𝜀
= 0 𝑎𝑡 𝜀 = 𝑅𝑐𝑝  

(table cont’d)  



38 

 

General 

Tolerance Percentage tolerance for the identification of critical 

flow conditions. 

Upstream pipe ID Inside diameter of the pipe upstream of the choke. 

Advanced choke options 

Flow coefficients 

Gas phase flow coefficient Flow coefficient for the gas phase. 

Liquid phase flow coefficient Not considered in this work.  

Choke parameters  

Discharge coefficient Used to calculate the flow coefficients. In the present 

work, this variable is used to calibrate the model. The 

range of discharge coefficients available in PIPESIM 

ranges from 0 to 5. For this work, a typical range of 

values used in the calibration of the model is 0.4 to 1. 

Fluid heat capacity ratio (𝐶𝑝/𝐶𝑣) The valid range is 0.7 to 2. Typically, it is 1.26 for 

natural gas and 1.4 for a diatomic gas.  

Y at the critical point Gas expansion factor at critical flow. The valid range 

is 0.5 to 1. This is used to modify the pressure drop 

equation to allow for gas compressibility. In this work, 

Y is set at 0.663 (Decker, 1993b). 

Identification of critical and supercritical flow 

Flow rate Flow rate to identify the critical flow. Default option. 

Pressure ratio Pressure ratio to identify the critical flow. Default 

option. 

Sonic upstream velocity Identifies critical flow if sonic velocity is observed 

upstream of the restriction. Default option. 

Sonic downstream velocity Identifies critical flow if sonic velocity is observed 

downstream of the restriction. Default option. 

Miscellaneous options  

Adjust subcritical correlation Adjusts subcritical correlation to match the flow rate 

predicted by critical correlation. Default option.  

 

The classical models of the Thornhill-Craver equation (Cook & Dotterweich, 1981) and 

Decker (1993) do not include separate calculations for the different restrictions in the flow path 
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within the GLV. The aforementioned models treat the flow coefficients and critical pressure ratio 

for all restrictions within the GLV combined as one. However, other models have attempted to 

model the separate components of the GLV. For instance, the studies of Hepguler (1988), Sagar 

(1991), Bertovic (1995), and Faustinelli (1997) have considered some of the internal components 

of the GLV, such as the orifice port, and check valve as well as flow expansion between the orifice 

port and the larger diameter part of the valve (see Figure 1.2).  

The 1D model used in this study considers the main equivalent diameters of each restriction 

and calculates gas flow based on the pressure drop across each restriction. In other words, the input 

parameters for the model are the fluid properties, inlet pressure, outlet pressure, and the equivalent 

diameters of internal restrictions. For valve models/configurations in which the inlet port and outlet 

port areas of the valve are considerably larger than the orifice and the check valve area, the model 

neglects the inlet and outlet port as restrictions. In these cases, the 1D model used in this study 

only accounts for the open area between the valve stem and the orifice as well as the open flow 

area of the check valve. Figure 3.3 shows a representation of the GLV model considered for the 

PIPESIM simulation. Figure 3.3a contains all of the internal restrictions of the GLV, while Figure 

3.3b presents the simplified model with only the restrictions at the orifice and the check valve.  

 

a 

  

 
b 

Figure 3.3. 1D steady-state model for the IPO gas lift valve. Each Venturi shape indicates 

a restriction within the flow domain. a) 1D model including most of the internal restrictions present 
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in a gas lift valve; b) simplified 1D model with only two main restrictions: the area between the 

orifice and stem tip and the area at the check valve. 

 

Figure 3.4 presents a schematic of the frustum that represents the open flow area between 

the stem and the orifice. The revolution of the triangle connecting the two points at the orifice edge 

to the center of the sphere or stem tip shapes the conic area. The input for the mechanistic model 

implemented in PIPESIM is a circular equivalent diameter (𝐷𝑒𝑞 = 4 ∙ 𝐴𝑏𝑒𝑎𝑛 𝜋⁄ ) calculated using 

the frustum area. Furthermore, the flow area changes as the stem moves up and down. When the 

frustum area is equal to or larger than the orifice area itself, the opening achieves the maximum 

flow area. Elldakli (2015) and Shahri (2011) used a similar approach to determine the flow area 

between the orifice and the stem tip. Regarding the check valve, the equivalent circular diameter 

is calculated using the total open flow area. However, unlike the frustum, the equivalent diameter 

at the check valve did not change since this element remained fully open for all simulations in this 

study and functions as long as there is flow through the valve (e.g., if the pressure upstream is 

higher than downstream). 
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Figure 3.4. Schematics of the equivalent conical flow area used as input for the 1D model 

of gas flow through the gas lift valve. 

  

3.2.4. Flow Capacity Simulations Using the One-dimensional Model  

To replicate the FCT using the 1D mechanistic model, the present study followed a 

procedure based on the API 11V2 (2001) and API Spec 19G2 (2010) documents. The primary goal 

of the FCT is to characterize the GLV and determine the flow coefficient 𝐶𝑣 and critical pressure 

ratio 𝑅𝑐𝑝 for each stem position. The 1D modeling approach based on the mechanistic model uses 

information from the GLV flow tests to calibrate the 𝐶𝑣 and 𝑅𝑐𝑝 values for the 1D mechanistic 

model of maximum stem displacement. With the calibrated 𝐶𝑣 and 𝑅𝑐𝑝 for the maximum stem 

position, it is possible to determine the flow rate for different stem positions without additional 

tests; however, this is only possible when using the calibrated 1D mechanistic model. Figure 3.5 

presents a workflow that explains the steps taken to conduct the FCT using the 1D mechanistic 

model. 

 

Figure 3.5. Workflow for flow capacity determination using the 1D mechanistic model approach. 

 

Model inputs 
determination:

- Obtain A_bean at 
the orifice and check 
valve

- 1D model with two 
restrictions (orifice 
zone and check 
valve)

Dynamic flow test 
run:

- Flow test for fully 
open valve

- Plot flow rate versus 
downstream 
pressure

- Cv_test and 
Rcp_test

Model calibration:

- Run 1D model with fully 
open valve

- Obtain Cv from 
simulation

- Compare Cv_test versus 
Cv_simulation

- Adjust check valve area 
and discharge coefficient 
(Cd) until:

Cv_test = Cv_simulation 

Running model:

- Obtain Qg versus dx

- Determine Cv and 
Rcp versus dx
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1. Model inputs determination: The first step involved defining the model input parameters. 

The mechanistic model requires information about fluid properties, the equivalent diameter 

corresponding to each stem position, temperature, and pressure ranges for the simulation. Table 

3.2 presents an example of the geometric information around the stem of a 20/64-inch GLV. Since 

the flow area only depends on the diameter of the port and the ball, the equivalent diameter is the 

same for both 1-inch and 1.5-inch outside diameter valves. Each stem position, from zero to the 

maximum opening, has corresponding information for the open flow area between the stem and 

the orifice. Moreover, the equivalent diameter for this area (considering a circular shape) is 

calculated and also serves as an input for the model. The valve achieves its maximum opening 

when the equivalent diameter equals the orifice diameter. As shown in Figure 3.3, the 1D model 

only considers two restrictions. 

Table 3.2. Example of the geometric parameters considered for a 20/64-inch injection pressure-

operated gas lift valve, where 𝐷𝑒𝑞 represents the equivalent circular diameter of the open flow area 

between the ball and port for each fixed stem position 𝑑𝑥𝑠. 

Open area (inches2) 𝐷𝑒𝑞 (inches) 𝑑𝑥𝑠 (inches) 

0.00 0.00 0.0 

0.01 0.1194 0.02 

0.02 0.1708 0.04 

0.03 0.2105 0.06 

0.05 0.2441 0.08 

0.06 0.2736 0.10 

0.07 0.3000 0.12 

0.08 0.3123 0.13 

 

Regarding flow dynamics, the determination of 𝐶𝑣 and 𝑅𝑐𝑝 is dependent on the injection pressure. 

All simulations consider the same fixed upstream pressure for a range of downstream pressures. 

For the same GLV configuration with similar geometry, both the 𝐶𝑣 and 𝑅𝑐𝑝 values should not 
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change significantly for different injection pressures since these quantities are primarily geometry-

dependent.  

 

2. Dynamic flow test run: This methodology suggests the use of a combination between the 

modeling and experimental methods to determine 𝐶𝑣 and 𝑅𝑐𝑝. Regarding the dynamic test, a single 

test run for a fully open valve is conducted to create data points to calibrate the 1D model. The 

fully open valve occurs at a point where the equivalent open area between the stem tip and the seat 

becomes larger than the orifice area itself. The test results facilitate the plotting of flow rate versus 

downstream pressure and the determination of flow coefficient (𝐶𝑣) and critical pressure ratio 

(𝑅𝑐𝑝) for the fully open condition.  

The flow coefficient is given by the intercept of the straight-line equation to the plot of 𝑌𝐶𝑣 

versus 𝑅𝑐. Equation 3.14 for 𝑌𝐶𝑣 is derived from the flow rate (Equation 3.1). According to API 

11V2 (2001), a horizontal from 0.667 × 𝐶𝑣 to the trend line in the plot indicates the value of 𝑅𝑐𝑝. 

Figure 3.6. presents the plot of 𝑌𝐶𝑣 versus pressure ratio (𝑅𝑝) as well as indications of the referent 

the procedure explained. Repeating this procedure for multiple stem positions facilitates the 

creation of the 𝐶𝑣 versus 𝑑𝑥𝑠 and 𝑅𝑐𝑝 versus 𝑑𝑥𝑠 plots to further calculate the correlation 

coefficients.  

 
𝑌𝐶𝑣 =

𝑉𝑀𝑆𝐶𝐹/𝐷

32.54 𝑃𝑐𝑓
′ (𝑅𝑝 𝑇⁄ / 𝛾𝑔 𝑧)⁄ 0.5 3.14 
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Figure 3.6. Plot of 𝑌𝐶𝑣 versus 𝑅𝑝 and an indication of the procedure to determine the flow 

coefficient and critical pressure ratio for a fixed stem position. 

 

3. 1D model calibration: Before simulating the full range of stem positions, this thesis proposes 

a model calibration using experimental data. The dynamic flow test provides data points of the 

flow coefficient at maximum stem travel, which are used to adjust the parameters of the model 

to match the test data. Since the valve is fully open at maximum stem travel, the maximum 

flow area is set as equal to the orifice area. In other words, the orifice fixed internal diameter 

becomes a constraint to the maximum possible open area of the valve.  

The adjusted parameters primarily include the check valve equivalent diameter and discharge 

coefficient. A few simulations with the valve fully open are required to manually adjust the 

parameters and minimize the difference between the 𝐶𝑣 obtained from the simulation and the 

𝐶𝑣 obtained from the test at fully open dynamic flow. Figure 3.7. presents a flowchart of the 

model calibration procedure. The 1D model does not require detailed valve geometry and only 

considers the areas at the orifice and check valve. Therefore, to adjust the models, the open 

area at the check valve and the discharge coefficient serve as the calibrated parameters. The 
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adjustment continues until the modeled flow rate calculated by the 1D model matches the 

tested flow rate for a fully open valve.  

 
Figure 3.7. Workflow with steps utilized to calibrate the 1D mechanistic model 

 

Information about the check valve open area is not always available from the manufacturer. 

Using test data facilitates adjustments to the area and discharge coefficient that would return 

𝐶𝑣 and 𝑅𝑐𝑝 values similar to those obtained from dynamic test data. Moreover, the check valve 
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condition is assumed to be fixed and independent of stem movement. Therefore, both the check 

valve and open area are the same for the entire range of stem travel.  

 

4. Running for the entire range of 𝑑𝑥: After the model calibration procedure, the simulation was 

conducted for the entire range of stem travel and pressure drop across the valve. The injection 

pressure was assumed the same and equal to 1100 psi for all tested GLVs. Figure 3.8. presents 

a sample output from the 1D model for multiple stem positions. Each line data series in the 

graph represents results for one individual fixed stem position. After calculating the flow rates, 

𝐶𝑣 and 𝑅𝑐𝑝 were determined through the data processing procedures described by API 11V2 

(2001) and Decker (1993b).  

 

 

Figure 3.8. Sample output from the 1D model for a 12/64-inch valve and P1 = 1100 psi. 
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Since insufficient test data were available to compare against the simulation results for the 

present study, the VPC database served as a source of benchmark information. Thus, to validate 

the methodology, one of the criteria for selecting GLV configurations was the availability of 

information about the valve in the VPC database. As previously stated, the VPC database provides 

a means to determine the flow coefficient and critical pressure ratio as a function of stem travel. 

The database contains a set of polynomial coefficients that describe the behavior of 𝐶𝑣 and 𝑅𝑐𝑝 for 

different stem positions. Equations 3.5 and 3.6 were used to obtain 𝐶𝑣 and 𝑅𝑐𝑝, respectively, which 

were used to benchmark results from the 1D model and assess model accuracy to characterize 𝐶𝑣 

and 𝑅𝑐𝑝. Although this information does not represent direct test results, the coefficients originate 

from data processing and correlation development using the procedure described in API 11V2 

(2001).  

 Additionally, the set of GLVs also included different manufacturers and multiple orifice 

sizes. This variability is important for assessing the efficacy of the model for different valve 

configurations. For this work, a selection of 12 different valve assemblies comprised the simulation 

matrix. 

3.3. Computational Fluid Dynamic Modeling  

 Similar to the 1D modeling approach, CFD modeling is used to determine both 𝐶𝑣 and 𝑅𝑐𝑝 

as a function of stem travel for an IPO GLV. Briefly, this methodology consists of applying CFD 

to calculate the flow performance curve at specific stem positions and use this information to 

determine 𝐶𝑣 and 𝑅𝑐𝑝. The CFD technique consists of solving the governing equations for the 3D 

fluid domain, which represent the characteristics of the GLV. Specifically, this part of the research 

concentrates on assessing the efficacy of the CFD method to determine the coefficients of interest 
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and correlate 𝐶𝑣 and 𝑅𝑐𝑝 with stem travel. For this study, a few general steps were performed to 

determine these coefficients for an IPO GLV and validate the results against information from test 

data compiled in the VPC database.  

1) Select a set of GLVs with available experimental data that include information on the flow 

coefficient (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝).  

2) Build tridimensional models for the selected valves using CFD techniques. 

3) Run simulations for the valve configurations considering various combinations of upstream 

and downstream pressures on the GLV. 

4) Process the data to determine the 𝐶𝑣and 𝑅𝑐𝑝 values for each stem position. 

5) Compare the 𝐶𝑣 and 𝑅𝑐𝑝 values from the CFD simulations to those of the experimental 

results. 

6) Based on the results from item 5, discuss the applicability of the modeling techniques for 

determining the flow coefficient of GLV without the need to perform lab experiments (or 

the use of a reduced number of experiments).  

3.3.1. CFD Mathematical Modeling 

The CFD methodology consists of solving the equations of conservation of mass, 

momentum, and energy for a discretized fluid domain. In this study, the fluid domain consists of 

the 3D flow path through all of the internal components of the GLV. The CFD commercial package 

Ansys Fluent (Ansys, 2014) will be used in this study. This CFD package solves the governing 

conservation equations for each element of the discretized flow domain in a steady-state regime. 

Furthermore, since gas flow through the valve experiences high pressure and high flow velocities, 

especially under choke-like restrictions, the model also accounts for gas compressibility effects.  
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For a steady-state solution, time-dependent terms are neglected in the conservation 

equations. Equations 3.15, 3.16, and 3.17 are the three conservative equations solved for the 

discretized domain, and are described as follows: 

(i) Mass conservation  

 𝜕𝜌𝑢𝑖

𝜕𝑥𝑖
= 0 3.15 

 

 

(ii) Momentum conservation  

 𝜕𝜌𝑢𝑖𝑢𝑗

𝜕𝑥𝑗
=

𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
 3.16 

 

(iii) Energy conservation  

 𝜕𝜌𝑢𝑖ℎ

𝜕𝑥𝑖
=  

𝜕

𝜕𝑥𝑖
(𝑘𝑐

𝜕𝑇

𝜕𝑥𝑖
) +  Φ +  (𝑢𝑖

𝜕𝑝

𝜕𝑥𝑖
) + 𝐻 3.17 

The component 𝜏𝑖𝑗 is defined as follows: 

 𝜏𝑖𝑗 = 2𝜇𝑆𝑖𝑗 − 𝑝𝛿𝑖𝑗 3.18 

and  

 

 
𝑆𝑖𝑗 =

1

2
(

𝜕𝑢𝑖

𝜕𝑥𝑗
+

𝜕𝑢𝑗

𝜕𝑥𝑖
) 3.19 

where 𝑥𝑖 indicates the cartesian coordinates, ρ is the density of the fluid, t is the time, 𝑢𝑖  is the 

velocity component in the direction i, p is the static pressure, μ is the dynamic viscosity of the 
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fluid, h is the specific enthalpy, 𝑘𝑐is the thermal conductivity, 𝑇 is the temperature, Φ is viscous 

dissipation, 𝐻 is an energy source, and 𝑆𝑖𝑗 is the deformation tensor. 

To account for gas properties regarding compressibility, the CFD model includes an 

equation of state (EOS), which is a mathematical relationship between the state function associated 

with the fluid. Variables such as temperature, pressure, volume, and internal energy are considered 

by the EOS. The ideal gas law is the simplest EOS and is commonly used for incompressible flow 

problems. However, for the specific problem in this research, which involves high pressure and 

high-velocity flow, the ideal gas law becomes inaccurate (Versteeg & Malalasekera, 2007). 

Therefore, the real gas model—i.e., the Aungier-Redlich-Kwong model—was used in this study 

to account for density variations with respect to pressure as well as temperature fluctuations along 

the flow path (Aungier, 1995; Poling et al., 1959).  

The Aungier-Redlich-Kwong model implemented in Ansys Fluent employs an EOS in the 

following form (Ansys, 2014).  

 
𝑃 =

𝑅𝑇

𝑉 − 𝑏 − 𝑐
−

𝛼(𝑇)

𝑉(𝑉 + 𝑏)
 3.20 

where R is described by 𝑅𝑢/𝑀𝑊 (𝑅𝑢 = Universal gas constant; 𝑀𝑊  = molecular weight), 𝑃 is 

the absolute pressure (Pa), V is the specific volume (𝑚3/𝑘𝑔), and 𝑇 is the temperature. The terms 

𝛼(𝑇), 𝑏, and 𝑐 are expressions calculated as a function of the reduced pressure (𝑃𝑟), reduced 

temperature (𝑇𝑟), critical pressure (𝑃𝑐), critical temperature (𝑇𝑐), critical volume (𝑉𝑐), and acentric 

factor 𝜔 (Aungier, 1995; Kontogeorgis & Tassios, 1997; Owczarek & Blazej, 2003; Sladkov, 

2001). More details regarding the Aungier-Redlich-Kwong model implemented by the Ansys 

Fluent CFD solver can be found in Ansys (2014) and Aungier, (1995) . 
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The Reynolds Average Navier Stokes (RANS) equation, proposed by Reynolds (1895), is 

utilized to treat the turbulence phenomena. A series of turbulent models are built around the RANS 

approach of the so-called Reynolds average. The RANS approach uses a statistical method to 

model the effects of turbulent pressure and velocity fluctuations, and the governing equations are 

defined as a set of averages of the conservative equations. This approach simplifies the problem’s 

solution since these quantities only vary slightly in time and space. Thus, a generic variable 𝛷,  as 

presented in Equation 3.21,  is described by the combination of an average portion and a fluctuation 

resulting from the turbulent effects.  

 𝛷 =  𝛷𝑚 + 𝛷′ 3.21 

 𝑢 =  �̅� + 𝑢′ 𝑎𝑛𝑑 𝑝 =  �̅� + 𝑝′  3.22 

 

where 𝛷 is the value of the variable at a specific time t (e.g., velocity, pressure), 𝛷𝑚 is the time-

average of the variable 𝛷, and 𝛷′ is the turbulent fluctuation at a time t. Figure 3.9. presents a 

graphic representation of the instantaneous velocity and the average line. 

 

 
Figure 3.9. Representation of the instantaneous velocity component and the average 

velocity considered in RANS turbulence models.  
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By substituting the decomposed variables, the conservation equations for mass and 

momentum can be rewritten (see Equations 3.23 and 3.24). 

 

 𝜕𝑢𝑖

𝜕𝑥𝑖
= 0 3.23 

 𝜕(𝜌𝑢�̅�𝑢�̅�)

𝜕𝑥𝑗
=

𝜕𝜏𝑖𝑗
𝑡𝑢𝑟𝑏

𝜕𝑥𝑗
+

𝜕𝜏𝑖𝑗

𝜕𝑥𝑗
 3.24 

The term 𝜏𝑖𝑗
𝑡𝑢𝑟𝑏, defined as the Reynolds tensor, appears as a consequence of the 

decomposition of the equations as a function of the mean and instantaneous fluctuations of the 

variables.  

 

𝜏𝑖𝑗
𝑡𝑢𝑟𝑏 = − [

𝑢′
1𝑢′

1
̅̅ ̅̅ ̅̅ ̅̅ 𝑢′

1𝑢′
2

̅̅ ̅̅ ̅̅ ̅̅ 𝑢′
1𝑢′

3
̅̅ ̅̅ ̅̅ ̅̅

𝑢′
2𝑢′

1
̅̅ ̅̅ ̅̅ ̅̅ 𝑢′

2𝑢′
2

̅̅ ̅̅ ̅̅ ̅̅ 𝑢′
2𝑢′

3
̅̅ ̅̅ ̅̅ ̅̅

𝑢′
3𝑢′

1
̅̅ ̅̅ ̅̅ ̅̅ 𝑢′

3𝑢′
2

̅̅ ̅̅ ̅̅ ̅̅ 𝑢′
3𝑢′

3
̅̅ ̅̅ ̅̅ ̅̅

] 3.25 

 

Reducing the model complexity was important for the feasibility of the present study. 

Although the real-scale domain is not considered large, the use of more detailed modeling of the 

flow turbulence—such as large edge simulation (LES) and direct numerical simulation (DNS)—

would require prohibitively long computational times (Versteeg & Malalasekera, 1980). 

Therefore, this work employs a two-equation RANS model referred to by the Ansys Fluent solver 

as the 𝑘 − 𝜀 standard, whose application is already consolidated with satisfactory results for cases 

involving gas flow modeling. The 𝑘 − 𝜀 standard model is largely employed to treat the turbulent 

phenomenon in diverse engineering and scientific problems (Kumar et al., 2020; Sakthivel et al., 

2011; Yusof et al., 2020). Some benefits of this model include robustness, relatively low 

requirements for computational capabilities, and reasonable accuracy. Despite its wide use, the 
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model has certain deficiencies, such as flow in the presence of curvature of streamlines, flow under 

conditions of adverse gradients, flows in separation regions, flows with rotation, and the need for 

functions to treat the flow in close-to-wall regions(Ansys, 2013; Versteeg & Malalasekera, 1980).  

The standard 𝑘 − 𝜀 approach is semi-empirical, which means that the derivation of the 

equations is based on phenomenological and empirical considerations. Assumptions for the k-ε 

model include the flow being completely turbulent and the omission of molecular viscosity (Pope, 

2000). Moreover, turbulent viscosity is a function of the production of turbulent kinetic energy (𝑘) 

and the dissipation of turbulent kinetic energy (𝜀), as follows: 

 
𝜇𝑇 =

𝐶𝜇𝜌𝑘2

𝜀⁄  3.26 

where 𝐶𝜇 = 0.09 is an empirical constant.  

From these two properties, it is possible to obtain the length scale (𝐿 =  𝑘
3

2𝜀) and the time scale 

(𝜏 = 𝐶𝜇
𝑘2

𝜀
). Equations 3.27 and 3.28 are the differential equations solved to calculate the values 

of turbulent kinetic energy (𝑘) and its dissipation (𝜀), respectively. 

 𝜕

𝜕𝑥𝑗
(𝜌𝑢�̅�𝑘) =  

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜅
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝜅 + 𝐺𝑏 −  𝜌𝜀 3.27 

 

 𝜕

𝜕𝑥𝑗
(𝜌𝑢�̅�𝜀) =  

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥𝑗
] +  𝐶1𝜀

𝜀

𝑘
(𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌

𝜀2

𝑘
 3.28 

 

where 𝐺𝑘 represents the generation of turbulent kinetic energy due to the gradients of average 

velocity, 𝐺𝑏 is the generation of turbulent kinetic energy due to turbulent fluctuations, 𝐶1𝜀, 𝐶2𝜀, 
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and 𝐶3𝜀 are constant, and σ𝑘 and σε represent the turbulent Prandtl numbers for 𝑘 and 𝜀, 

respectively. Cable (2009) presented the definitions for the terms 𝐺𝑘 and 𝐺𝑏 as follows: 

𝐺𝑘 = 𝜌𝑢𝑖𝑢𝑗̅̅ ̅̅ ̅
𝜕𝑢𝑗

𝜕𝑥𝑖
 

3.29 

𝐺𝑏 = 𝛽𝑔𝑖

𝜇𝑡

Pr𝑡

𝜕𝑇

𝜕𝑥𝑖
 

3.30 

Further details regarding standard 𝑘 − 𝜀 modeling have been described by various authors 

(e.g., Kolmogorov, 1991; Ansys, 2013; Uygun et al., 2004; Versteeg & Malalasekera, 2007; Yusof 

et al., 2020), who also describe the equations for turbulent fluid flow modeling. 

The solver used in this research was Ansys Fluent version 18.1. This software employs the 

finite volume method to solve the governing equations for the flow in every element of the flow 

domain.  

The numerical discretization of the differential equations governing flow involves using 

the upwind method, which contributes to the numerical solution stability. However, in some cases, 

the first-order upwind is associated with numerical errors that can attribute to precision problems. 

Considering the numerical limitation of this method, the second-order upwind was used for the 

spatial discretization of transport equations in this work. Notably, Versteeg & Malalasekera (1980) 

discussed the upwind method in greater detail. 

For gradient term discretization, least-squares cell-based discretization was used in this 

research. This choice was based on this method involving the lowest amount of computational 

effort for simulations when compared to other methods (e.g., Green-Gauss type methods). For the 

transient formulation, the first-order implicit method was applied. Further details regarding these 

methods can be found in Ansys (2013). 
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For pressure-velocity coupling, the semi-implicit method for pressure-linked equations 

(SIMPLE) was considered in the simulations. This approach initializes the pressure field based on 

an initial guess and resolves the discretized momentum equations based on these values. A 

correction for the pressure is then applied. Pressure and velocity adjustment occur through an 

iterative process until reaching the convergence criteria (Ansys, 2013; Versteeg & Malalasekera, 

1980). 

3.3.2. CFD Modeling Configuration 

 The computational model of a GLV represents the internal flow domain or the gas flow 

path through the valve. To create this type of model, GLV geometry details can be obtained from 

the valve’s technical drawings or manual measurements of the actual GLV, if available. For these 

specific valve configurations, the model was built using information from the technical drawings 

from the valve manufacturer catalog. Since not all of the required details were available from the 

manufacturer catalog, some components (e.g., the geometry of the check valve format) were 

approximated based on valves of similar geometry. Different valve designs and the shape of the 

check valve vary from one model to another, changes in the fluid domain may influence the flow 

field for different valves. However, since valve designs typically consist of similar restrictions 

(e.g., inlet port, orifice, check valve, and outlet port), some similarities remain—even among 

valves from different manufacturers.  

For the present study, the 3D model of the fluid domain corresponded to the valve section 

shown in Figure 3.10, which is constrained between the inlet port and the outlet port of the section. 

The computational fluid domain represents the internal volume of the valve for the gas flow path. 

Specifically, the model shown in this figure is for an IPO GLV with a 12/64-inch port size. This 

valve includes five inlet orifices, a 12/64-inch orifice port, a check valve, and an outlet port. To 
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facilitate the convergence of the numerical simulation, both inlet and outlet regions were elongated 

from the original dimensions. This technique allows a less turbulent flow and avoids backflow 

close to the inlet and outlet of the domain, which also reduces the formation of vortexes in these 

zones. Notably, backflow contributes to the instability of the numerical solution and may lead the 

simulation to diverge. 

While the dimensions are closely related to the actual valve dimensions, slight deviations 

may occur due to the lack of detailed information and approximations being used for the drawings. 

Despite deviations from the real valve, the equivalent diameters at the main restrictions (e.g., the 

inlet port, outlet port, orifice, and check valve) match those of the original valve design. 

Furthermore, this valve model was specifically selected due to the availability of both FCT data 

(with a modified valve) and correlation data for the flow coefficient at different stem positions. 

Regarding the boundary conditions, both the inlet and outlet of the domain are set using a 

specific pressure to replicate the method of the laboratory test using a modified GLV. To achieve 

this, the pressure-inlet boundary condition must cover the inlet, while the pressure-outlet boundary 

condition covers the outlet of the flow domain. The remaining faces of the domain are set using a 

wall (non-slip) boundary condition. Table 3.3 presents a summary of the boundary conditions and 

a brief description of their representation.  

Figure 3.11 presents a view of a central plane going through the valve to allow visualization 

of the internal flow domain. Notably, each stem position translates into a different model or 

different flow domain, as can be observed in Figure 3.11. 
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Fluid domain and location of boundary conditions Valve 

 
 

Figure 3.10. Representation of the flow domain of a 12/64-inch injection pressure-operated 

gas lift valve with the locations of the boundary conditions indicated. On the right side, the section 

corresponding to the fluid domains is shown.  

 

Table 3.3. Description of boundary conditions for the gas lift valve computational fluid 

dynamics model  

Face boundary Boundary condition 

Inlet port (five faces) 

 

Pressure-Inlet: Defines a fixed pressure condition for the inlet. 

𝑃𝑖𝑛𝑙𝑒𝑡 𝑏𝑜𝑢𝑏𝑑𝑎𝑟𝑦  =  𝑃1 (𝑔𝑎𝑢𝑔𝑒) 

Outlet port 

 

Pressure-Outlet: Defines a fixed pressure condition for the 

outlet. 

𝑃𝑂𝑢𝑡𝑙𝑒𝑡 𝑏𝑜𝑢𝑏𝑑𝑎𝑟𝑦  =  𝑃2 (𝑔𝑎𝑢𝑔𝑒) 

Wall and stem tip 

(All solid faces that encompass the 

fluid domain, except for the inlet 

and outlet ports) 

Wall, no-slip: Defines a no-slip wall condition with all three 

components equal to zero. 

�̅� = �̅� = �̅� = 0 
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Figure 3.11. Internal details of the flow domain for the injection pressure-operated valve 

with a 12/64-inch port size and the stem position at 0.02 and 0.07 inches from the seat. 

 

After building the computational flow domains, the next step of the CFD method involves 

discretizing the flow domain into a finite number of elements or cells. To determine the 

characteristics of the computational grid, a mesh independency test was conducted to evaluate the 

influence of different grid refinements on the solution accuracy. Since this work deals with 

multiple different geometries, the independence test serves as a basis for creating the grid and 

maintaining a similar number of elements among the different meshes. Typically, the grids are 

characterized by tridimensional tetrahedral cells with minimum cell sizes of 0.0043 inches at the 

region of finest refinement in the gap between the stem and the orifice seat edges. For the 

remainder of the geometry, the average cell size is 0.024 inches. A smooth inflation layer with 

three hexahedral cells is also considered to better predict the viscous sublayer close to the wall 

boundary. Regarding the number of cells, the grids contain between 3.1 𝑥 106 and 3.6 𝑥 106 
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tridimensional cells, on average. Besides the refined zones close to the orifice, the element size is 

relatively uniform throughout the domain, which positively affects the mesh quality and leads to 

fewer convergence issues. Figure 3.12 presents one of the discretized flow domains for 12/64-inch 

GLVs. For further details regarding the grid independence test, refer to Appendix I.  

 

 

Figure 3.12. Computational grid of the domain of a 12/64-inch injection pressure-

operated gas lift valve highlighting refinement at the restriction between the stem tip and orifice. 
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Table 3.4. Summary of the 3D grid quality metrics for the 12/64-inches gas lift valve shown 

in Figure 3.12 

Mesh metric Average Descriptions  

Orthogonal Quality 0.83 Range 0 to 1: values closer to 1 indicate the best quality 

Skewness 0.21 Determines how close to ideal (that is, equilateral or 

equiangular) a face or cell is. 0 to 1: values closer to 0 

indicate the best quality 

Aspect Ratio (AR) 1.90 The ratio of the longest cell edge length to the shortest 

edge length. AR =1 for equilateral cells 

 

 In total, four different orifice port size configurations are considered for the CFD modeling 

of flow capacity: 12, 16, 20, and 24/64ths of an inch. Therefore, three different stem positions are 

considered for each orifice size, totaling 12 different geometries for the CFD simulations (see 

Table 3.3). To obtain the flow performance for each geometry, the injection pressure (P1) is kept 

constant while the production pressure changes in 200-psi increments until reaching critical flow.  

 

Table 3.5 presents a summary of the cases used for CFD simulation, including the valve 

geometries and pressures (P1 and P2) considered for the simulations. It is important to emphasize 

the number of simulations required to characterize each valve. Considering three stem positions 

for each orifice size, a total of 18 simulations were required to cover all six downstream pressures. 

Therefore, for the four orifice sizes, the total number of cases for this work was 72.  

 The Louisiana State University High-Performance Computer (HPC) system was employed 

to perform the simulations with a set of 10 computing nodes with 16 processors and 64 GB of 

memory per node. The processor was an Intel Xeon 64bit with a 2.6GHz processor speed. In other 
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words, 160 cores were utilized per simulation, which took on average 5 hours to complete for each 

simulation case.  

 Results from the CFD methodology include flow performance curves (gas flow rate as a 

function of the downstream pressure) for fixed stem positions, flow coefficient (𝐶𝑣) versus stem 

position, and critical pressure ratio versus stem position curves. The results were compared against 

available experimental data and data from the VPC database to assess the capability of the model 

to accurately predict the variables of interest. 

Table 3.5. Cases considered for computational fluid dynamics modeling and simulation 

including four different orifice sizes and three stem positions per orifice size 

Case 

geometry 

Valve orifice size 

(inches) 

Stem 

positions 

(inches) 

P1 (psi) P2 (psi) 

01 

12/64 

0.02 1100 200, 400, 600, 800, 1000, 1050 

02 0.04 1100 200, 400, 600, 800, 1000, 1050 

03 0.07 1100 200, 400, 600, 800, 1000, 1050 

04 

16/64 

0.02 1100 200, 400, 600, 800, 1000, 1050 

05 0.04 1100 200, 400, 600, 800, 1000, 1050 

06 0.08 1100 200, 400, 600, 800, 1000, 1050 

07 

20/64 

0.04 1100 200, 400, 600, 800, 1000, 1050 

08 0.08 1100 200, 400, 600, 800, 1000, 1050 

09 0.12 1100 200, 400, 600, 800, 1000, 1050 

10 

24/64 

0.04 1100 200, 400, 600, 800, 1000, 1050 

11 0.10 1100 200, 400, 600, 800, 1000, 1050 

12 0.16 1100 200, 400, 600, 800, 1000, 1050 
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4. Chapter 4. Results and Discussion 

This chapter is divided into two main sections:  

1- Results from the 1D mechanistic modeling: 12 different valve configurations modeled 

and simulated using PIPESIM as the solver platform. 

2- Results from the CFD study: 4 different valve configurations simulated using Ansys 

Fluent.  

For both sections, the simulated valve had the same four orifice port sizes: 12, 16, 20, and 

24/64 inches. The main goal of these simulations was to determine the accuracy of using the 1D 

and 3D CFD models to replicate the results obtained experimentally for 𝐶𝑣 and 𝑅𝑐𝑝.  

4.1. One-dimensional Modeling Results  

This section contains the results of the 1D mechanistic modeling applied to replicate the 

FCT and determine the flow coefficient (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝) as a function of the 

stem travel. The results are compared to data from the VPC database and available test data to 

assess the performance of the 1D model proposed in this study.  

4.1.1. One-dimensional Mechanistic Modeling Definition  

To obtain a representative model to characterize the flow coefficient and critical pressure 

ratio, a few tests were conducted to determine whether every restriction in the valve geometry 

should be considered. Moreover, the tests also assessed the impact of the different upstream 

pressures on the results to determine an appropriate range of upstream pressures for the 

simulations.  
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Figure 4.1 resents a comparison between the results of the 1D model considering all 

internal restrictions (i.e. inlet port, orifice, check valve, and outlet port) and a simplified model 

considering only the equivalent area at the orifice and check valve. The 𝐶𝑣 values shown in 

 were obtained using the procedure described in Section 3.2.4. Most of the data points show very 

similar behavior, and the two models could predict the flow coefficient with very similar accuracy. 

This result was expected since the equivalent diameters at both inlet and outlet ports are 

considerably larger than the orifice port and check valve diameters. In other words, pressure drop 

at the inlet and outlet can be omitted to simplify the modeling. The valve design intends to reduce 

pressure drop at the inlet and outlet port since the main flow control feature should be the orifice 

port.  

 

Figure 4.1. Comparison of results from the one-dimensional model considering all main 

restrictions and the one-dimensional model without the inlet and outlet port. The error bars indicate 

a variation of 15% from the Valve Performance Clearinghouse correlation data. 
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obtaining extra information about the valve. Additionally, fewer features also facilitate the 

calibration process and decrease the time required to run the simulations.  

To assess the impact of different injection pressures on the flow coefficient and critical 

pressure ratio determination, this methodology includes four cases considering injection pressures 

of 500, 1100, 1500, and 2000 psi. Figure 4.2 shows the effect of upstream pressure on the 

estimation of 𝐶𝑣 for different stem positions for the same 16/64-inch IPO valve. The results of the 

1D model present 𝐶𝑣 values for different injection pressures within an error range of 5%, which 

indicates no significant differences between data points for different upstream pressure levels. In 

other words, injection pressure does not have a significant impact on 𝐶𝑣, at least for the range of 

pressures considered in this study. Decker (1993b) emphasized that the flow coefficient combines 

the flow area and flow factor, and is weakly dependent on upstream pressure at each specific stem 

position. Similar behavior occurred for the critical pressure ratio shown in Figure 4.3, where 𝑅𝑐𝑝 

values also fall within the range of the 5% error bars. In fact, the highest deviation of 𝑅𝑐𝑝 from the 

average value for a fixed stem position is approximately 2%. Therefore, we can conclude that, for 

this pressure range, both 𝐶𝑣 and 𝑅𝑐𝑝 are weakly dependent on injection pressure when considering 

the same valve geometry with fixed stem travel. Importantly, this observation highlights the 

stability of the results and assists in defining the simulation matrix for the 1D modeling approach 

while reducing the number of simulations required to evaluate model performance. Since varying 

injection pressure does not lead to strong variability in the flow coefficient results, most of the 1D 

simulations in this thesis involved an upstream pressure of 1100 psi.  
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Figure 4.2. Bar plot of flow coefficient (𝐶𝑣) versus stem position for different upstream 

pressures. The valve is considered a 16/64-inch injection pressure-operated gas lift valve. The error 

bars indicate a variation of 5%. 

 

 

Figure 4.3. Bar plot of flow critical pressure ratio (𝑅𝑐𝑝) versus stem position for different 

upstream pressures. The valve is considered a 16/64-inch injection pressure-operated gas lift valve. 

The error bars indicate a variation of 5%. 
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test runs in this work. Table 4.1 presents a description of the simulation conditions. Upstream 

pressure was maintained at 1100 psi, while downstream pressure varied from the injection pressure 

until critical flow was observed. For this thesis, the minimum production pressure was generally 

100 psi, which generated a pressure drop of 1000 psi. The API recommends using a compressed 

gas such as nitrogen, air, or helium for GLV tests (API 19G2 et al., 2010). In this work, nitrogen 

(𝑁2) was used in simulations involving both the 1D and CFD models. Additionally, tests run by 

the VPC project at Louisiana State University also employ 𝑁2 as the working fluid. The variables 

included the upstream pressure, downstream pressure, fluid type, and temperature ranges. 

Additionally, the simulation matrix considered different manufacturers with different port sizes 

for the valves. Each setup of valve model and orifice size was a distinct case, and a range of 

pressure differential was simulated to provide data points sufficient to determine the flow 

coefficient and critical pressure ratio. Table 4.2. presents the different valve models and port sizes 

used for the 1D model simulations. The first 12 valves were compared against data from either the 

VPC database or FCT using a modified valve to assess the accuracy of the model to determine 𝐶𝑣 

and 𝑅𝑐𝑝 values as a function of stem travel. Valve 13 was recently tested by the VPC project, and 

the modeling methodology proposed in this thesis was employed to predict 𝐶𝑣 and 𝑅𝑐𝑝 as a 

function of stem travel. 

Table 4.1. Parameters of the one-dimensional mechanistic model considered for this work 

Inlet pressure (psi) Outlet pressure (psi) Fluid Temperature (F) 

1100 1050 to 100 𝑁2 75 
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Table 4.2. List of valve models with respective port sizes considered for the 1D model 

simulations. The benchmark data column indicates origin of the data used for comparison to 

experimental results 

Number Valve name Port size (/64 in) Benchmark data P1 (psi) 

1 Weatherford R-1  12 VPC database  1100 

2 Weatherford RH-2 12 Modified valve test data  1100 

3 Camco R-20    12 VPC database  1100 

4 Weatherford RH-2 16 Modified valve test data 1100 

5 Weatherford R-2  16 VPC database  1100 

6 Camco BK     16 VPC database  1100 

7 Merla N-17R    20 VPC database  1100 

8 PTC 15 IPO    20 VPC database  1100 

9 Camco R-20    20 VPC database  1100 

10 Weatherford RH-2  24 VPC database  1100 

11 Merla N-17R    24 VPC database  1100 

12 McMurry C-2    24 VPC database  1100 

13     Priority IPOC-2 12 VPC test 1100 

 

4.1.2. Comparison of One-dimensional Model Results with the Valve Performance 

Clearinghouse Database for Flow Rate, Flow Coefficient, and Critical Pressure Ratio 

Figure 4.4 and Figure 4.5 present simulation results for the 1D mechanistic model of gas 

flow rate as a function of the downstream pressure for an IPO GLV with either a 12- or 24/64-inch 

orifice, respectively. For this specific valve, actual dynamic flow test data using a modified valve 

is available and a 1D model simulation was conducted at the same test pressure to compare the 

performance curve generated for a fixed stem position. The test considered an injection pressure 

of 1200 psi for the 12/64-inch GLV and 1140 psi for the 20/64-inch GLV, and the data show 

characteristic critical flow with an almost constant flow rate as the pressure drop increases. 

Additionally, for these specific cases, the injection pressure represents the maximum flow rate 

observed in the test, which allows us to assume a fully open valve condition. The 1D simulation 

also considered a fully open valve position with the stem fixed at either 0.07 or 0.16 inches from 
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the seat for the 12/64- and 20/64-inch IPO GLVs, respectively. The distance from the seat 

represents the point where the equivalent circular diameter of the open area between the stem tip 

and the orifice becomes larger than the orifice diameter itself. For both valves, the simulated flow 

rates match fairly well when compared to the performance curve generated from experimental 

results for the modified valves. Practically all data points fall within the 15% error bar range.  

 

 
Figure 4.4. Production pressure versus flow rate for nitrogen flow simulation through a 

12/64-inch injection pressure-operated gas lift valve with the stem located 0.07 inches from the 

seat. The error bars indicate a ±15% deviation range from the test data. 
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Figure 4.5. Production pressure versus flow rate for nitrogen flow simulation through a 

24/64-inch injection pressure-operated gas lift valve with the stem located 0.16 inches from the 

seat. The error bars indicate a ±15% deviation range from the test data. 

 

For a better evaluation of the 1D mechanistic modeling of the FCT, this study considered 
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the procedure illustrated in Figure 3.6 (Decker, 1993b). The 𝐶𝑣and 𝑅𝑐𝑝 data points from the 

simulation were then compared to values generated from the VPC database to evaluate the 

performance of the modeling. 𝐶𝑣and 𝑅𝑐𝑝 results from the VPC database were computed using the 

available correlation coefficients and by implementing Equations 3.6 and 3.7.  

Figure 4.6 presents the results for the 12/64-inches orifice valves, which is the smallest size 
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values, one can observe strong consistency between the data sets in terms of the magnitude of 

values and trend formed by the dataset. For different orifice sizes and valve models (Figure 4.6 to 

Figure 4.9), most of the graphs present similar behavior. Moreover, the simulated results form a 

smooth curve that is consistent with the results from the VPC database.  

Overall, most of the simulated data points for all orifice sizes match the correlation data 

within a range of approximately 15% deviation. Considering the range of stem travel, the 1D model 

better predicts the flow coefficient for higher stem positions (i.e., larger open flow area). The 

majority of data points outside of the 15% error bars range appear for stem positions close to the 

valve seat (𝑑𝑥 = 0.02 in and 𝑑𝑥 = 0.04 in). A better match for larger stem travel is likely due to the 

point of maximum opening being used to calibrate the model as well as the shape of the 𝐶𝑣 curve 

being associated with a slightly bent line. Thus, simulated points close to the maximum opening 

are closer to the experimental data.  

 Similarly, the critical pressure ratio results also show similarity when compared to data 

from the VPC database for the pressure range and stem travel evaluated. In general, most of the 

𝑅𝑐𝑝 results from the correlation only present slight changes, with increasing stem position 

behaving as a horizontal line in some cases. For some of the valve configurations, the VPC 

characterizes 𝑅𝑐𝑝 as a function of stem travel as a constant. For instance, the valves R-20 (16/64 

inch) and RH-2 (for 12/64 and 16/64 inch) have 𝑅𝑐𝑝 fixed at a horizontal level. Stable behavior 

was also observed within the simulated data from the 1D model. Although the curves formed by 

the simulated data points differ from the correlation data (e.g., in valves R-20 12/64, R-2 16/64, 

R-20 20/64) in some cases, most data points still fall within a range of 15% deviation from the 

data obtained from the VPC database.  



71 

 

Moreover, very few systematic errors were observed since the 1D model underpredicted 

𝐶𝑣 for certain valve configurations and overpredicted in other cases. However, the simulated data 

points generally followed a similar trend to that observed in the experimental data. This result 

confirms that the 1D model approach can predict the flow coefficient and critical pressure ratio 

with at least 15% error for the specific cases simulated. The rightmost points in the 𝐶𝑣 versus 𝑑𝑥, 

curves are equivalent to the maximum 𝐶𝑣 obtained from the experiment and were used to calibrate 

the 1D model.  
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Figure 4.6. One-dimensional model simulation results of 𝐶𝑣 and 𝑅𝑐𝑝 versus 𝑑𝑥𝑠 for the 

12/64-inch gas lift valve. The error bars indicate a ±15% deviation range from the test data. 
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Figure 4.7. One-dimensional model simulation results of 𝐶𝑣 and 𝑅𝑐𝑝 versus 𝑑𝑥𝑠 for the 

16/64-inch gas lift valve. The error bars indicate a ±15% deviation range from the test data. 
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Figure 4.8. One-dimensional model simulation results of 𝐶𝑣 and 𝑅𝑐𝑝 versus 𝑑𝑥𝑠 for the 

20/64-inch gas lift valve. The error bars indicate a ± 15% deviation range from the test data. 
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Figure 4.9. One-dimensional model simulation results of 𝐶𝑣 and 𝑅𝑐𝑝 versus 𝑑𝑥𝑠 for the 

24/64-inch gas lift valve. The error bars indicate a ± 15% deviation range from test data.  
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 A summary of the average absolute errors for all 12 cases is presented in Table 4.3. Some 

valves (e.g., Weatherford RH-2) showed errors as low as 5% for 𝐶𝑣 and 2% for 𝑅𝑐𝑝. On the other 

hand, the highest average absolute error among the evaluated cases was approximately 25% for 

the Merla N-17R valve, with most cases around the 15% error range. Benchmarking the simulated 

results against data from the VPC database and test data allowed us to assess the performance of 

the modeling approach. In summary, for the cases presented in this study, an absolute average and 

average stable error range of up to 25% highlights the potential for using the 1D model to predict 

𝐶𝑣 and 𝑅𝑐𝑝 as a function of stem travel.  

Table 4.3. Summary of average absolute error for the 1D model results of all 12 analyzed 

cases compared to VPC data and flow capacity test results with a modified valve 

Valve name 
Port size  

(/64 inch) 
Benchmark data 

Average Absolute error (%) 

Cv Rcp 

Weatherford R-1  12 VPC database  16 12 

Weatherford RH-2 12 Modified valve test data  18 9 

Camco R-20    12 VPC database  7 9 

Weatherford RH-2 16 Modified valve test data 5 2 

Weatherford R-2  16 VPC database  7 6 

Camco BK     16 VPC database  15 11 

Merla N-17R    20 VPC database  25 19 

PTC 15 IPO    20 VPC database  14 3 

Camco R-20    20 VPC database  5 16 

Weatherford RH-2  24 VPC database  19 - 

Merla N-17R    24 VPC database  18 25 

McMurry C-2    24 VPC database  14 9 

 

4.1.3. Comparison of One-dimensional Model Results with Test Data for Flow Rate, Flow 

Coefficient, and Critical Pressure Ratio 

As previously mentioned, one of the main advantages of using the 1D model to predict 𝐶𝑣 

and 𝑅𝑐𝑝 for IPO GLVs is the fact that no modified valve or dynamic FCT is necessary to obtain 

the parameters for the correlation. Notably, besides performing the FCT with the modified valve 
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method, it is possible to obtain 𝐶𝑣 and 𝑅𝑐𝑝 from the dynamic flow test while considering a range 

of pressure drops below 100 psi. The test procedure is similar to that of a regular dynamic flow 

test except for the fact that the data points considered for calculating 𝐶𝑣 and 𝑅𝑐𝑝 are only within 

the 100-psi range of the pressure differential. However, this method is particularly challenging to 

perform due to the strong variability of the pressure signal, especially during the tests for P1-P2 < 

100 psi. Since no modified GLV is required for the test, the stem position is estimated for each 

upstream pressure and derived from the force balance described in Equation 4.1.  

 𝑑𝑥  =  (𝑃𝑢𝑝 ∗ (𝐴𝑏 − 𝐴𝑝)  +  𝑃𝑑𝑛 ∗ 𝐴𝑝 – 𝑃𝑣𝑜𝑡 ∗ (𝐴𝑏 − 𝐴𝑝)/𝐴𝑏) / (𝐿𝑅 ∗ 𝐴𝑏) 4.1 

where 𝑑𝑥 is the dynamic stem travel, 𝑃𝑢𝑝 is the upstream pressure, 𝐴𝑏 is the bellows area, 𝐴𝑝 is 

the port area, 𝑃𝑑𝑛 is the downstream pressure, 𝑃𝑣𝑜𝑡 is the valve opening pressure, and 𝐿𝑅 is the LR 

obtained from the LRT.  

For each upstream pressure, one stem position is calculated for the corresponding 𝐶𝑣 and 

𝑅𝑐𝑝 for that test. In other words, multiple tests considering a range of P1-P2 < 100 psi are required 

to develop a curve of 𝐶𝑣 and 𝑅𝑐𝑝 versus stem position. 

 This method was performed for the valve IPOC-2 12/64, which was tested for the VPC 

project. Figure 4.10 and Figure 4.11 present the respective results of 𝐶𝑣 and 𝑅𝑐𝑝 versus 𝑑𝑥 from 

both the 1D modeling approach and the previously described experimental method for the injection 

of 1100 psi of pressure. The black square in Figure 4.10 indicates the 𝐶𝑣 value from the dynamic 

test considering a fully open valve. For the 𝐶𝑣 results, the deviations between experimental and 

simulated data extrapolated a 15% error range, while this specific case reached approximately 35% 

error. The data points from the experimental method are more scattered and concentrated at higher 

ranges of stem position when compared to the 1D model results. This variability suggests that the 
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results may not be entirely accurate since they show different 𝐶𝑣 values for the same stem position. 

Despite these errors, 𝐶𝑣 results from the two methods have values that approximate the reported 

accuracy of the VPC model (approximately 20%) for stem positions above 0.04 inches. The 1D 

model provides a more stable and smoother curve that covers the entire range of stem travel from 

the fully closed valve position to the fully open position. Regarding the critical pressure ratio, 

Figure 4.11 presents the results of 𝑅𝑐𝑝 versus 𝑑𝑥𝑠 from the calibrated 1D model. Similarly, results 

from this test show high variability and are also concentrated toward the higher stem positions. 

This model also returns 𝑅𝑐𝑝 values for the full range of stem positions.  

 

 

Figure 4.10. Comparison of 𝐶𝑣versus stem travel from the one-dimensional modeling and 

dynamic flow test for P1-P2 < 100 psi for an IPOC-2 12/64-inch valve. The error bars indicate a 

±15% deviation range. 
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Figure 4.11. Comparison of 𝑅𝑐𝑝 versus stem travel from the one-dimensional modeling and 

dynamic flow test for P1-P2 < 100 psi for an IPOC-2 12/64-inch valve. The error bars indicate a 

±15% deviation range. 

4.2. Computational Fluid Dynamics Modeling Results 

This section presents the results of the CFD model used to replicate the FCT. Similar to 

the previous section, the results of the flow coefficient 𝐶𝑣 and critical pressure ratio 𝑅𝑐𝑝— as a 

function of stem travel — are compared to data from the VPC database to assess the performance 

of the CFD model proposed in this study. Additionally, this section includes a discussion of the 

potential use of this CFD model to predict the force distribution at the stem tip to better understand 

the force balance dictating stem movement during gas flow through the valve. 

4.2.1. Prediction of Flow Rate, Flow Coefficient, and Critical Pressure Ratio via 

Computational Fluid Dynamics Modeling  

 To obtain an accurate solution for the CFD model, aspects of the solution (e.g., the 
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are analyzed. Since the CFD model consists of numerically solving the governing equations 

through the discretized fluid domain, the residues of the model’s equations for numerical solutions 

(i.e., conservation of mass, momentum, energy, and the turbulent models k and ε) between 

iterations are considered acceptable when stabilized around a relative error of 10−5. Previous 

works involving the CFD analysis of compressible flow utilized convergence criteria of 10−3 to 

10−4 (Najar et al., 2013; Raback et al., 2001). However, for the case of this work, mass 

conservation (mass in- mass out = 0) was observed for ranges of residuals around 10−4 to 10−5. 

Figure 4.12 presents an example of the residues for the 24/64-inch IPO valve simulation case with 

the stem positioned 0.16 inches from the seat. In general, the number of iterations required for the 

convergence of the residuals to a level of 10−5 was approximately 9000 to 15000, considering one 

stem position and a fixed pressure drop. For the utilized computing system, the number of 

iterations required 3 to 4 hours of processing time.  

 The net mass (mass flow in – mass flow out) in the domain should be zero or as close to 

zero as possible for a reasonable simulation result since the control volume does not have any 

additional mass source besides the inlet flow. Figure 4.13 presents the results of mass flow 

monitors at the inlet (positive values) and outlet (negative values) of the domain. At the beginning 

of the steady-state simulation, the inlet mass flow differed from outlet mass flow. As the simulation 

progressed, the net mass flow became zero as the flow entering the domain became the same as 

the flow leaving the domain. For the cases simulated in this work, an average percentage difference 

of 4% between inlet and outlet mass flow was observed.  
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Figure 4.12. Computational fluid dynamics simulation convergence of residues from the 

governing equations  

 

  

Figure 4.13. Mass balance representation for a computational fluid dynamics simulation of 

a 24/64-inch injection pressure-operated valve with the stem located 0.16 inches from the seat and 

P2 = 800 psi. The inlet mass flow was 0.612 lbs/s and the outlet mass flow was 0.634 lbs/s, which 

led to a net mass flow of 0.012 lbs/s (%diff = 2.12%). 

 

Regarding model accuracy and validation, a comparison of the flow rate results against 

experimental data allowed us to assess the accuracy of the model. Figure 4.14 presents a 

comparison between results of flow rate versus downstream pressure for the RH-2 24/64 IPO from 

both experimental and CFD simulations. The available experimental data for these specific cases 

is from a dynamic flow test. Moreover, upstream pressure was high enough to maintain an orifice 

flow mode at the higher flow rate, which indicates that the open flow area was equivalent to the 

orifice area. The CFD simulations were also set for a fully open valve with a stem positioned at 

0.16 inches from the seat for the 24/64-inch valve. Similar to the 1D model results, all CFD 

simulations in this section considered an upstream pressure of 1100 psi. For this comparison, the 
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experimental test data available on upstream pressure were 3.6% higher than that of the simulated 

CFD results, which also include additional deviation from the experimental results. The simulated 

flow rate curve is similar to that of the experimental results, and most of the data points fall within 

a 15% error range (see Figure 4.14).  

 

 

Figure 4.14. Comparison of experimental and simulated performance curves for the RH-2 

24/64-inch injection pressure-operated valve with stem at 𝑑𝑥𝑠 = 0.16 inch (full open) in the 

simulation and orifice flow mode in the dynamic flow test. 

 

 Figure 4.15 presents the results of flow rate versus downstream pressure for three distinct 

stem positions of four different valve configurations (RH-2 12/64-inch, RH-2 16/64-inch, RH-2 

20/64-inch, and RH-2 24/64 inch). Since the stem positions are fixed for each curve and the 

equivalent flow area does not change through the valve, the performance curves are expected to 

have the asymptotic shape shown in the figures, resembling flow through a restriction. Finally, the 
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performance curves from each stem position enable the calculation of 𝐶𝑣 and 𝑅𝑐𝑝 for each valve 

configuration considering the fluid dynamics scenario created by each particular valve position. 

 

  

  

Figure 4.15. Performance curves of flow rate versus downstream pressure generated for 

different valve configurations and distinct stem positions.  

 

 As previously mentioned, four IPO GLV configurations were considered to evaluate the 

CFD modeling approach to replicate the FCT and predict the flow coefficient (𝐶𝑣) and critical 
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pressure ratio (𝑅𝑐𝑝). The main reason why this valve model was chosen for the CFD simulations 

was the availability of FCT data with a modified valve with adjustable stem positioning. Therefore, 

flow coefficient test results were available for different stem positions of the RH-2 valve and 

orifice sizes of 12/64, 16/64, 20/64, and 24/64 inches. Although the test data did not include 𝑅𝑐𝑝 

results, the VPC database provided the correlation parameters required to calculate 𝑅𝑐𝑝 for RH-2 

valves with orifice sizes of 12/64 and 16/64 inches. Regarding the RH-2 20/64- and 24/64-inch 

valves, only a comparison of 𝐶𝑣 was performed since the VPC database did not include results for 

these two valve configurations.  

 Figure 4.16 to Figure 4.19 present 𝐶𝑣 and 𝑅𝑐𝑝 results from CFD simulations against the 

same variables calculated using test data and the VPC database. The CFD model also provides a 

similar accuracy when compared to the 1D model results. Generally, the simulation data and 

experimental results of 𝐶𝑣 are nearly equivalent, and the CFD results are within a 15% error range 

for nearly all data points.  

Regarding the 𝑅𝑐𝑝 values presented in Figure 4.16 and Figure 4.17, the CFD results also 

correlate with the VPC database results, which are within a 15% range of error. For these specific 

cases, results from the VPC database have constant 𝑅𝑐𝑝 values for the entire range of stem 

positions, with the curve showing a flat shape. Although the CFD results show greater variability, 

they still fall within the 15% range of error.  

In general, the CFD model results for 𝐶𝑣 and 𝑅𝑐𝑝 have a slightly higher accuracy level 

compared to those of the 1D mechanistic model shown in Section 4.1.3. This higher accuracy is 

likely related to the higher complexity of the modeling system and the modeling of the complete 

GLV geometry. Moreover, the flow field can be considerably affected by changes in valve design 
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for different valve configurations. Notably, the CFD approach allows designers or engineers to 

capture these changes and account for modifications in the flow field.  

 

  

Figure 4.16. Comparison of the computational flow dynamics and experimental results for 

flow coefficient and critical pressure ratio (𝑅𝑐𝑝) for an RH-2 12/64-inch injection pressure-

operated valve at three different stem positions. 

 

  

Figure 4.17. Comparison of the computational flow dynamics and experimental results for 

flow coefficient (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝) for an RH-2 16/64-inch injection pressure-

operated valve at three different stem positions. 
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Figure 4.18. Comparison of the computational flow dynamics and experimental results for 

flow coefficient (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝) for an RH-2 20/64-inch injection pressure-

operated valve at three different stem positions. 

 

  

Figure 4.19. Comparison of the computational flow dynamics and experimental results for 

flow coefficient (𝐶𝑣) and critical pressure ratio (𝑅𝑐𝑝) for an RH-2 24/64-inch injection pressure-

operated valve at three different stem positions. 

 

A summary of the average absolute errors for the four cases is presented in Table 4.4. 

Among all of the simulated cases, the highest error observed for the flow coefficient was 

approximately 14.6% for the 16/64-inch orifice size. For the critical pressure ratio, only two cases 
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have data available on the VPC database for comparison. However, the results for the 12/64- and 

16/64-inch sizes show average deviations as low as 5.6%. 

 

Table 4.4. Summary of average absolute error for four cases of computational fluid 

dynamics model results compared to Valve Performance Clearinghouse (VPC) database and flow 

capacity test results with a modified valve 

Valves Name 
Port size  

Benchmark data 
Average Absolute error (%) 

(/64 in) Cv Rcp 

Weatherford RH-2 12 Modified valves test/VPC 7.7 5.6 

Weatherford RH-2 16 Modified valves test/VPC 14.6 11.3 

Weatherford RH-2 20 Modified valves test/VPC 7.3 - 

Weatherford RH-2 24 Modified valves test/VPC 8.5 - 

 

One of the main limitations of using CFD modeling is the complexity of the modeling, 

especially the computational capacity required to perform the simulations. For example, 

replicating a single 𝐶𝑣 versus 𝑑𝑥𝑠 data point requires several CFD simulations to cover the range 

of pressure drops from zero flow to the critical flow condition. For instance, each simulated data 

point in Figure 4.16 required six CFD simulations (i.e., one for each downstream pressure). 

Therefore, for the three stem positions considered in this work, the total number of simulations is 

already 18. This number increases as additional stem positions are included in the curve to develop 

a more accurate correlation between 𝐶𝑣 and 𝑑𝑥𝑠. For each data point, an average of 4 hours of 

parallel simulation time is required on a high-performance computer system using 160 processing 

units.  

Among the main advantages observed is that the CFD method allows better visualization 

of the details of flow fields for distinct valve configurations. Additionally, CFD software provides 

greater flexibility and precision in adjusting the stem position, which also speeds up the test process 
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since no modified valve is required. Finally, CFD analysis also enables a series of analyses that 

are not obtained through the test procedure, such as visualizing pressure and flow velocity contours 

at specific locations of the flow domain, evaluating points of choked flow through velocity field, 

and calculating the force distribution at sensitive elements (e.g., the stem tip). 

4.2.2. Flow and Pressure Field Distribution  

Besides flow capacity prediction, the CFD approach also provides a series of additional 

types of analysis that is relatively difficult to obtain from experimental FCTs. This includes the 

availability of detailed 3D simulation results for the pressure, temperature, and velocity fields 

along the flow path. 

For instance, Figure 4.20. presents the CFD simulation results for the velocity field on a 

plane cutting through the center line of the valve. This figure shows the velocity field for four 

different orifice sizes with valve stem positioned at the maximum opening level. Also, for each 

result, the flow rate is also presented in Figure 4.20. Based on these results, it is possible to observe 

the impact of the orifice size for that, for smaller orifice sizes (12/64 and 16/64 inches), the high-

velocity regions only appear near the orifice, while other parts of the valve maintain relatively low 

velocities. On the other hand, for larger orifice sizes (20/64 and 24/64 inches), the check valve also 

becomes an important flow restriction, with a considerable velocity increase in this region.  
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Figure 4.20. Velocity contour on a center plane cutting through the valve with different 

orifice sizes for injection pressure P1 = 1100 psi, production pressure P2 = 800 psi, and the stem 

at the fully open position. 

 

Similarly, Figure 4.21. presents the pressure distributions over the same center plane. 

While the main pressure drop occurs at the orifice, a considerable pressure drop still occurs at the 

check valve for larger orifice sizes. The reason for this phenomenon is the flowing area for the 

check valve being the same for distinct orifice sizes. Additionally, by increasing the flow rate 

through larger orifices, the flow may experience a higher pressure drop at the fixed area check 

valve. These observations highlight the importance of the internal elements included in the 

mechanist model proposed in this study.  
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Figure 4.21. Pressure distribution on a center plane cutting through the valve with different 

orifice sizes for injection pressure P1 = 1100 psi, production pressure P2 = 800 psi, and the stem 

at the fully open position. 

 

Figure 4.22. and             Figure 4.23 present the pressure field details around the stem tip 

for a 16/64-inch valve with a fixed stem located 0.08 and 0.02 inches from the seat, respectively. 

With a larger opening, the stem tip is more exposed to the higher pressures from upstream of the 

orifice. A high-pressure point that may contribute to the upward movement of the stem was also 

observed in front of the stem tip for both the 0.08- and 0.02-inch openings. Besides the orifice 

zone, a pressure drop also occurred at the check valve (see Figure 4.22.) with a larger valve opening 

(stem located 0.08 inches from the seat). With the stem at 0.02 inches from the seat (            Figure 

4.23), the pressure drop at the check valve was negligible. This observation highlights the 
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importance of using CFD to better understand the flow and pressure fields of GLVs through 

analyses and visualizations that experimental approaches cannot easily provide.  

 
            Figure 4.22. Details of the pressure field around the stem tip for a 16/64-inch injection 

pressure-operated gas lift valve with injection pressure 𝑃1 = 1100 psi, production pressure 𝑃2 = 

800 psi, and stem position 𝑑𝑥𝑠 = 0.08 inches. 
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            Figure 4.23. Details of the pressure field around the stem tip for a 16/64-unch injection 

pressure-operated gas lift valve with injection pressure 𝑃1 = 1100 psi, production pressure 𝑃2 = 

800 psi, and stem position  𝑑𝑥𝑠= 0.02 inches. 

 

The pressure field at the stem tip is an important piece of information that can be obtained 

from CFD simulations and cannot be provided by experiments. With an accurate pressure field for 

a fixed stem position, it may be possible to calculate the force distribution at the tip to provide a 

better understanding of the force balance governing stem movement. Stem movement depends on 

the force balance acting on the bellows surface area (𝐴𝑏) within the dome, on the stem surface, 

and outside of the bellows area (𝐴𝑠𝑡𝑒𝑚 + (𝐴𝑏 − 𝐴𝑠𝑡𝑒𝑚)). Therefore, knowing the force and 

pressure distribution may facilitate the development of a model-based correlation to estimate the 

dynamic stem position for gas flow through a GLV.  



93 

 

Figure 4.24 and Figure 4.25 present the development of the resultant force at the stem tip 

as the downstream pressure increases at different stem positions for the 12/64 and 24/64-inch 

GLVs, respectively. The CFD approach can provide consistent resultant force data for the pressure 

force acting on the stem tip. Moreover, the ability of CFD to make force data available has the 

potential for developing modeling and correlation approaches to estimate the stem a dynamic 

scenario of the pressure difference between the inlet and outlet. Therefore, the use of CFD results 

for multiple downstream pressures and fixed stem positions facilitates the development of a 

modeling/correlation approach to determine the dynamic stem position, which represents a 

suggested path for future research in this area. Figure 4.26 presents the CFD results of the absolute 

value of force-x as a function of downstream pressure for three different stem positions. The 

injection pressure for the simulation was 1100 psi.  

 

 

Figure 4.24. Modulus of the resultant force at the tip for the x-direction on a 12/64-inch 

injection pressure-operated gas lift valve. The figure in the upper right-hand corner indicates the 

direction of the force-x according to the coordinate system defined for the CFD model. 
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Figure 4.25. Modulus of the resultant force at the tip for the x-direction on a 24/64-inch 

injection pressure-operated gas lift valve. The figure in the upper right-hand corner indicates the 

direction of the force-x according to the coordinate system defined for the CFD model. 

 

 

 

Figure 4.26. Absolute force at the x-direction versus downstream pressure at three different 

stem positions. The figure in the upper right-hand corner indicates the direction of the force-x 

according to the coordinate system defined for the CFD model. 

 

 

 

0

20

40

60

80

100

120

140

160

180

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16

Fo
rc

e-
x 

(l
b

f)

Stem Travel, dxs [in]

P2 =1050psi

P2 =1000 psi

P2 =800 psi

P2 =600 psi

P2 =400 psi

P2 =200 psi

0

10

20

30

40

50

60

70

80

90

0 200 400 600 800 1000 1200

A
b

so
lu

te
 F

o
rc

e-
x 

at
 T

ip
 (

lb
f)

Downstream Pressure (psi)

Tip Force-X (lbf)/0.02"

Tip Force-X (lbf)/0.04"

Tip Force-X (lbf)/0.08"



95 

 

5. Chapter 5. Conclusion and Recommendations 

This study presented the use of a 1D model and a 3D CFD model to obtain the flow 

coefficient 𝐶𝑣 and critical pressure ratio 𝑅𝑐𝑝 for GLVs. The main advantage of these models 

compared to previous models is the number of experimental tests used to calibrate both 1D and 

CFD 3D models to obtain 𝐶𝑣 and 𝑅𝑐𝑝.  

The results for flow capacity modeling using both 1D mechanistic modeling as well as 

CFD models show agreement in experimental data (or data from the VPC database) within the 

range of 15% accuracy for both 𝐶𝑣 and 𝑅𝑐𝑝 for valves with different manufacturers and orifice 

port sizes. A sensitivity analysis of the upstream pressure was also carried out, which showed a 

weak effect of upstream pressure in the estimation of 𝐶𝑣 and 𝑅𝑐𝑝, with variations lower than 5% 

for upstream pressure varying from 500 to 2,000 psi.  

Another important conclusion is related to the effectiveness of using the check valve 

discharge coefficient (𝐶𝑑) and the open flow area to adjust and calibrate the model. Calibration 

using only one data point from the dynamic flow test results in a considerable reduction in the time 

required to perform an FCT. Moreover, the calibrated 1D mechanistic model eliminates the need 

to modify a GLV to perform FCTs, while also providing results within a 15% range of error for 

both 𝐶𝑣 and 𝑅𝑐𝑝.  

The disadvantages of the 1D modeling technique include the model being simplified and 

considering 3D area changes as equivalent circular diameters. On the other hand, the CFD model 

accounts for 3D geometry variations in the gas flow path and can also consider the impact of the 

internal elements of the valve (e.g., check valve design and changes in internal diameter). 
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Therefore, the CFD model results show cases with averaged absolute errors as low as 6.3% for 𝐶𝑣 

and 5.6% for 𝑅𝑐𝑝 for the specific valve and pressures considered.  

Besides achieving greater accuracy for the estimation of 𝐶𝑣 and 𝑅𝑐𝑝, the CFD method also 

allows the estimation of pressure, temperature, and velocity fields across the GLV, which is not 

easily obtained from valve tests. For instance, the CFD velocity and pressure contour facilitates 

the assessment of the check valve effect on the flow field for GLVs with larger port sizes. In this 

case, a 24/64-inch orifice showed a larger pressure drop and higher velocities (approximately 500 

ft/sec) at the check valve. The CFD model also enables the estimation of the pressure distribution 

around the stem tip, which can subsequently be used to better understand stem movement under 

dynamic conditions.  

On the other hand, the disadvantages of the CFD modeling approach include the higher 

complexity of the model and the long time required to perform the simulations. The phenomenon 

of high-pressure compressible flow is relatively complex to model and requires powerful 

computational processing capabilities. Also, the fact that the detailed geometry of the GLV may 

not be always available is another drawback of this modeling approach.  

Based on the outcomes of this thesis, some recommendations for future research projects 

include:  

• An investigation of the turbulence model that best suits this methodology for the CFD 

modeling of GLVs. 

• An exploration of the potential for using CFD pressure distribution results at the stem tip 

to predict the force balance for all downstream pressures. This method could facilitate a 
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better understanding of the dynamics of stem movement and aid in the development of a 

correlation to predict the stem position for a live valve scenario.  

• Built an experimental setup with an instrumented gas lift valve to measure internal 

parameters and force acting at the ball in order to validate the CFD method.  
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Appendix. Computational Modeling 

The computational geometry of the fluid domain and the mesh (or discretized fluid domain) 

were created using Ansys SpaceClaim and the Ansys Meshing Engine, respectively. The fluid 

domain volume consists of the valve’s internal void space when the check valve is fully open. To 

assess the accuracy of the mesh size in terms of element number, a mesh independence test was 

performed.  

Since the models account for distinct stem positions, each stem travel represents a different 

mesh that must be created. Performing a mesh independence study for each different model may 

be infeasible due to the time required to evaluate each individual model. Therefore, for this thesis, 

the mesh independency test considered only one valve geometry, while the characteristics of the 

resulting mesh were escalated for the other models. Specifically, the 16/64-inch orifice valve with 

a stem positioned 0.02 inches from the seat was employed in this test. This geometry was selected 

because it is intermediate in terms of orifice size and the meshing strategy can be extrapolated for 

other geometries. A total of three distinct meshes were built with increasing mesh sizes (see Table 

A.0.1). The minimum and maximum element sizes shown in Table A.0.1 were used to balance the 

refinement in tight flow regions (e.g., the open area at the orifice) and wider flow areas in the 

domain. To enforce higher refinement close to the orifice, a meshing method known as body sizing 

was used, and a sphere of influence set the elements within the sphere to the minimum element 

size. Figure A.2 presents the location of the sphere of influence, which manages to fix the 

elements’ minimum size as required.  

These three mesh configurations were used to simulate nitrogen flow through the valve 

with an inlet pressure of 1100 psi and outlet pressure of 800 psi. Subsequently, a comparison of 
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pressure and velocity evolution across the path from the inlet to the outlet zones facilitates the 

evaluation of which mesh configuration was better. Figure A.1 presents the location of the fluid 

path considered for the mesh test.  

Table A.0.1. Mesh configurations regarding element size for the mesh independence test 

as well as the time required for the simulations to converge for each mesh 

Mesh Number of 

cells 

Min. element size 

(inches) 

Max. element size 

(inches) 

Time (min) 

1 1,843,728 0.004537 0.1800 157 

2 3,342,345 0.003337 0.8087 185 

3 4,525,432 0.003900 0.0219 487 

 

 

 

Figure A.1. Midplane across the computational geometry with an indication of the path 

line used to sample velocity and pressure evolution along the computational domain. 
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Figure A.2. Location of the sphere of influence, which enforces higher mesh refinement or 

resolution at the open area between the orifice and stem tip. 

  

Figure A.3 presents the results of velocity evolution along the line path described for the 

mesh test. The velocity peaks at approximately 1 inch from the beginning of the line, which 

matches the position of the restriction at the orifice. Upon comparing the performance of the three 

meshes to predict the velocity profile, the results are fairly similar for the majority of the flow path. 

However, mesh 1 shows a slightly higher velocity at the beginning of the path and orifice zone. 

On the other hand, meshes 2 and 3 have larger cell counts and show more consistent results with 

only small deviations. Mesh independence was observed from mesh 2 to 3, which returned similar 

results despite the cell count increasing to over 1 million cells for mesh 3. Similar behavior 

occurred with pressure evolution through the line (see Figure A.4). The pressure calculated at the 

beginning of the path using mesh 1 also shows a slight deviation from the results of meshes 2 and 

3.  
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Based on both outcomes, one can observe that meshes 2 and 3 show a higher level of mesh 

size independence. Since these two mesh configurations return very similar results—and 

considering the processing time required to run both models—the characteristics of mesh 2 appear 

to be more efficient for the simulations. Thus, the characteristics of mesh 2 were replicated for the 

other 12 meshes in this thesis.  

 

Figure A.3. Comparison of velocity evolution profiles along the path lines shown in  Figure A.1 

 

 

Figure A.4. Comparison of pressure evolution profiles along the path lines shown in Figure A.1 
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