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ABSTRACT

This paper is a study of classes of primitive quadratic 
forms with coefficients from K[t], the domain of poly­
nomials in the indeterminate t over a field K whose 
characteristic is different from 2. Two quadratic forms 
are said to be equivalent if there is a linear transfor­
mation with coefficients in K[t] and having determinant 
1 taking one into the other. The equivalence classes of 
primitive binary quadratic forms having determinant A(t) 
constitute an abelian group . The primary concern of 
this paper is to obtain structure theorems pertaining to 
the group .

It is shown, in Chapter II, that to each primitive binary
quadratic form having determinant A(t) there belongs
an associated invertible ideal in K[t,0], 9 a solution

2 2of the equation X + A(t)Y =0. A necessary and 
sufficient condition is given for an ideal in K[t,6] 
to be invertible. Two invertible ideals A, B in K[t,C] 
are said to be equivalent if there are elements Tj , y  
in K[t,0] such that Tf A = y B. The equivalence classes 
of Invertible ideals form an abelian group G^ and the 
above association of ideals with quadratic forms is shown
to giYe rise to a homomorphism from onto G^ 
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The third chapter deals with definite binary quadratic
forms, the forms whose determinants have odd degree or have

oleading coefficient d such that d = k for any k in 
K. It is shown that in every class of there is an
essentially unique reduced form; therefore, only in 
special cases is the group finite. In order to
obtain results similar to the classical case over the 
rational integers where such groups are finite, we restrict 
our attention to the elements of having finite order.
It is shown for algebraically closed fields that the 
elements having order less than some positive integer 
are finite in number. This result exhibits a class of 
rings with out torsion; that is, rings which contain a 
prime ideal no power of which is principal.

Of concern in the fourth chapter is the study of indef­
inite forms, the forms having determinant /\(t) of even

2degree and whose leading coefficient d = -k for some k
in K. Reduced forms are defined and shown to lie in
chains in the classes of . The condition that such
chains are periodic is shown to be equivalent to the
existence of a non-trivlal solution of the Pell equation 
2 2X + A(t)Y = 1. Examples are given for which the Pell 

equation has only the trivial solutions X = ±1, Y = 0. 
Necessary and sufficient conditions for the Pell equation 
to have a non-trivial solution are also given in terms of 
the number of properly ambiguous forms, forms having second

v



coefficient zero, in the identity class. It is shown that 
the properly ambiguous forms in an ambiguous class, a class 
having order 1 or 2, constitute a vector space over K 
having dimension 2 whenever the Pell equation has a non­
trivial solution and 1 otherwise. The paper is concluded 
by studying the relationship between the groups and
Q « , where p (t) is an irreducible polynomial in
P (t)A
K[t].
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CHAPTER I 
INTRODUCTION AND NOTATION

INTRODUCTION 1.0. So much is known today about class 
groups of binary quadratic forms over the rational integers 
that it is of interest to try to extend the results to 
corresponding groups of quadratic forms over polynomial 
rings. Artin [1]* has, in fact, made such extensions for 
the case of quadratic forms with polynomials over finite 
fields as coefficients. The purpose of this paper will 
be to Investigate what theorems carry over for forms with 
coefficients from polynomial rings over arbitrary fields 
of characteristic not 2.

The methods used in this paper will, in general, parallel 
classical methods used for Integral forms; however, some 
of the more desirable results, such as finite class number, 
remain valid only in special cases. Nevertheless, these 
groups of Infinite order are of particular interest for 
they provide examples of domains without torsion as given 
in [3]. It is interesting to note how we verify these

■^Palrs of numbers in brackets refer to corres­
pondingly numbered references in Selected Bibliography 
and page numbers, respectively. A single number in a 
bracket refers to the correspondingly numbered reference 
in the Selected Bibliography.
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examples without, as In [8], resorting to the theory of 
algebraic curves.

NOTATION 1.1. Throughout this work, K will denote a field 
whose characteristic is not 2, and K[t] will denote the set 
of polynomials f(t), g(t),..., in the indeterminate t with 
coeficients in K. Elements from K will be called constants 
and will be represented by lower case English letters.
|f(t)| will designate the degree of f(t), for f(t) ^ 0 and 
-eo, for f(t) = 0. A binary quadratic form F = a(t)X2 + 
2b(t)XY + c(t)Y2 will be represented by the symbol 
[a(t), 2b(t), c(t)] or simply as F.

DEFINITION 1.2. A polynomial is said to be monic if its 
leading coefficient is 1. The greatest common divisor of 
a finite set of polynomials in K[t] will be the monic 
polynomial of largest degree which divides each member of 
the set. The divisor of a quadratic form [a(t), 2b(t), c(t)] 
is defined to be the greatest common divisor of its coeffi­
cients a(t), 2b(t), c(t), and the form is called primitive

2if its divisor is 1. The expression -b (t) + a(t)c(t) will 
denote the determinant of the form [a(t), 2b(t), c(t)].
If the variables of a form F = [a(t), 2b(t), c(t)] undergo 
a linear transformation X *= r(t)X' + s(t)Y', Y = u(t)X' + 
v(t)Y' then the form obtained is F' ~ [a1(t), 2b'(t), c'(t)] 
where

a'(t) = a(t)r2(t)+2b(t)r(t)u(t)+c(t)u2(t)
(1) b'(t) = a(t)r(t)s(t)+c(t)u(t)v(t)+b(t)fr(t)v(t)+s(t)u(t))
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c'(t) = a(t)s2(t)+2b(t)s(t)v(t)+c(t)v2(t).
Such a transformation will be represented by the matrix

and PT » F' will signify that T takes F into F' . T is 
said to be unimodular if its determinant is 1. Two forms 
F and F' are said to be equivalentj written F<— 'F', if 
there is a unimodular transformation taking F into F 1.

It is easily verified that the determinant and the divisor 
of a form F are left invariant under a unimodular trans­
formation of F, hence the set of primitive binary quadratic 
forms of determinant A(t) is divided into classes of 
equivalent forms. will be used to denote this set of
equivalence classes and {F} will represent the class 
containing F, It is possible, by extending the results 
of [61, to obtain a group structure for . Since the 
results and proofs carry over without change, we shall 
state, without proof, the principal results of [6 ]. They 
are the following:

Gauss Criterion 1.3. The forms F = [a(t), 2b(t), c(t)] 
and F-̂  = [a1(t), 2b1(t), c1(t)], with a1(t) 4 0, are 
equivalent if and only if their determinants are equal and 
there exist two elements r(t), u(t) in K[t] satisfying

(2) a1(‘t) = a('t)r2('t) + 2b(t)r(t)u(t) + c(t)u2(t) and
(3) a(t)r(t) + (b(t) + b ^ t )} u ( t m o d  a1(t)

[b(t) - b1(t))r(t) + c(t)u(t)EEE0 mod a1(t).



Indeed, if we set -s(t) = -b1(t)}r(t) + c(t)u(t)]/a1(t)
and v(t) = [a(t)r(t) + {b(t) + b^(t)}u(t)]/a1(t) then

takes P into F^.

Lemma 1.4. For any primitive binary quadratic forms 
F^,...,Fq of the same determinant A(t), there can be 
found polynomials b(t), c(t), a-^t), ...,aq (t) such that

F±r- [ai(t), 2b(t), c(t)a1(t)---aq(t)/a1(t)].
Furthermore, these polynomials can be chosen so that 
a-^(t),.. .,a (t), and A(t) are coprime in pairs.

By the preceding lemma, there can be constructed within any
two primitive classes (F) and {F1}, not necessarily distinct,
of binary quadratic forms of the same determinant, united
forms of the type

F, o [a-,(t), 2b(t), a0(t)c(t )] in (F) and
(4) x x *

F2 = [a2(t), 2b(t), a1(t)c(t)] in [F').

Theorem 1.5. For all choices of united forms (4), the form 
[a.j_(t)a2(t), 2b(t), c(t)] belongs to a unique class.

We shall interpret {F^}(F2), the composition of (F-̂ ) and 
[F23, to be the class {[a1(t)a2(t), 2b(t), c(t)]). It is 
easily seen from lemma 1.4 and theorem 1.5 that composition 
is a well defined, associative operation. Further, the 
class containing [1, 0, AC^)] ls the identity and
C[c(t), 2b(t), a(t)]) is the inverse of f[a(t), 2b(t), c(t)]).
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Hence is an abelian group under composition.

Unless otherwise specified, we shall now assume that 
- A(t) is a non-constant polynomial which is not a square. 
Denote by the integral domain K[t,0], 6 a solution of

pthe equation Y + A(t) = 0.

Definitions 1.6. The conjugate, written + g(t)£, of
an element f(t) + g(t) 0 in is defined to be f(t) - 
g(t)0 and the norm, N(f(t) + g(t)0), of f(t) + g(t)6 is 
defined to be f2(t) + g2(t) ^(t). The conjugate £, of 
an ideal in is defined to be the ideal generated by 
conjugates of the elements of A, and the norm, N(A), of A 
is defined to be kK. An ideal A of is said to be 
invertible if there is an ideal B of such that AB is 
principal. Two ideals A and B are said to be equivalent 
if there exist principal ideals (tt) and (jj,) such that 
(tt)A = (/X)B.

The invertible ideals are divided into classes of equivalent 
ideals which we shall denote by G ^  . Let {A) represent the 
class containing the ideal A and define (A){b), the product 
of {A} and {B), to be the class (AB). If (A) is an element 
of G^ then A is invertible and there is an ideal A-1 such 
that AA”1 is principal. Thus (A) (A"’1} = ((1)}. It follows 
that is an abelian group with ((1)) as its identity.
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Using methods similar to those given by Landau in [4], we 
exhibit a homomorphism between the groups and G^ so 
that any result obtained for gives rise to a correspond 
ing result for G ^ .



CHAPTER II
IDEALS OF AND THEIR ASSOCIATED BINARY QUADRATIC FORMS

Theorem 2.1. The proper ideals of are those modules 
over K[t] having a basis of the form

(1). f(t)c(t), g(t)c(t) + c(t)0 where
(2). f(t)j N(g(t) + 0).

PROOF: A proper ideal A of contains a nonzero element
CL and hence a nonzero polynomial N(a,). Denote by a(t) 

a nonzero polynomial in A with least degree. Since a(t)0 
is in A, among the elements of A there is one of the form 
b(t) + c(t)0 with c(t) ^ 0 and c(t) of least degree. Clearly 
the elements a(t), b(t) + c(t)0 are independent over K[t].
For any element r(t) + s(t)0 in A choose m(t), n(t) such 
that s(t) = m(t)c(t) + n(t) and Jn(t)j < |c(t)J . We have 
r(t) + s(t)0 = m(t)(b(t) + c(t)0) + {r(t) - m(t)b(t)} + n(t)0, 
hence Cr(t) - m(t)b(t)) + n(t)0 is in A. Thus n(t) = 0.
Using the same proceedure, we have a(t)|r(t) - m(t)b(t); 
therefore a(t), b(t) + c(t)0 is a module basis of A over 
K[ t ] .

Since a(t)0 and b(t)0 - c(t) A(t) are elements of A., 
c(t)|a(t) and c(t)jb(t). Let a(t) = c(t)f(t) and b(t) = 
c(t)g(t). Also, c(t)N(g(t) + 0 )  is A whence f(t) N(g(t)+0).
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Conversely, let A be a module over K[t] having a basis as 
given in (1) and (2). To prove A is an ideal in , it 
is sufficient to show that the products of the basis elements 
of A by the basis elements 1, 8 of are elements of A.
This being evident for 1 we need consider only 8 . On 
multiplication by 8, we have

f(t)c(t)0 = f(t){g(t)c(t) + c(t)0} - g(t)f(t)c(t) and. 
(g(t)c(t) + c(t)8}8 = f(t)c(t)(N(g(t) + 8 )/-f(t)) +
S(t){g(t)c(t) + c(t)0).

Since the above elements are evidently in A, the theorem 
follows.

Theorem 2.2. An ideal A of having a basis as given in
(1) and (2) of theorem 1.1 is invertible if and only if the 
greatest common divisor of f(t), g(t), and N(g(t) + 8)/f(t) 
is a constant.

PROOF: Let A' be the K[t]-module generated by f(t), g(t) +
8. By theorem 1.1, A is an ideal in . Evidently A = 
(c(t))A'. If A is invertible then there is an ideal B of 

such that AB is principal; therefore, A'{(c(t))B) is 
principal and A' is invertible. Conversely, if A'B is 
principal for some ideal B of then AB is principal.
Hence A is invertible if and only if A 1 is invertible.

Let d(t) denote the greatest common divisor of f(t) g(t), 
and N(g(T) + 8)/f(t). Since f(t), g(t) - 8 is a module 
basis of!',
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N(A') = (f(t))(f(t), g(t) + 0, g(t) - 6, N(g(t) + e ) / t ( t ) )  

= (f(t))(f(t), g(t), N(g(t) + 0)/f(t); 0)
= (f(t))(d(t), 0).

It follows that A' is invertible if d(t) is a constant.

Since N(g(t) + 0) = g2(t) + A(t), d2(t)| A(t) and
(d(t), s f  = (d2(t), d(t)6, A(t))

- (d(t))(d(t), e).
If A' is invertible then (d(t), 0) is invertible. Choose B 
such that B(d(t), 0) is principal. We have

B(d(t), 0)(d(t), 0) = (d(t))B(d(t), 0), hence
(d(t), 0) = (d(t)).

Therefore, 0 = d(t)(m(t) + n(t)0} for some m(t) and n(t) in 
K[t], Equating coefficients, we have d(t) is a constant.

Corollary 2.3. If A = (c(t))(f(t), g(t) + 0) and A is 
invertible then N(A) = (c2 (t)f(t)).

PROOF: The corollary follows immediately from the proof of
theorem 1.2.

Definition 2.4. A polynomial f(t) is said to be semiprime 
to a polynomial g(t) if and only if p(t)|f(t) and p2(t)Jg(t) 
implies p(t) is a constant.

Corollary 2.5. If A = (c(t))(f(t), g(t) + 0) is a proper 
ideal in and c(t)f(t) is semiprime to A(t) then A
is invertible and uniquely expressible as a product of a
finite number of maximal ideals.



PROOF: If d(t) is any common factor of f(t), N(g(t)+9)/f(t),
and A(t) then d(t) divides f(t) and d2(t) divides AC^)* 
Since f(t) is semiprime to A(t)> d(t) is a constant. By 
theorem 1.2, A is invertible. The theorem being evident 
for A maximal we may assume A is properly contained in a 
maximal ideal M^. A polynomial of least degree in must 
be a divisor of c(t)f(t) and thus semiprime to A('t)- From 
the above comment, we see that is invertible. Since 
contains A, contains T^A. Thus 7^ A is contained in the
principal ideal (N(M1)). It follows that there Is an ideal 
B^ such that T^A = (N(M1))B1 . Multiplying both sides by M-̂ , 
we obtain A = Clearly B^ is invertible and N(A) =
N(M^)N(B^). Since B^ contains A, B^ satisfies the same 
conditions as A, hence B, can be factored as M,_B0 whereX C- ez.

M2 is maximal. The equation N(A) = N(M1)N(B1) implies 
|N(Bx)| < |n (A)|. Thus, the process of factoring will 
terminate after a finite number of steps; that is, A can 
be expressed as a product of a finite number of maximal 
ideals. For uniqueness see [10;227].

Theorem 1.1 allows primitive binary quadratic forms of 
determinant A(t) "to be associated with invertible ideals 
of . Let F = [f(t), 2g(t), h(t)] be a form of deter­
minant A(t). Since - A(t) is not a square, f(t) ^ 0; 
hence, by theorem 1.1, (f(t), g(t) + 0) is an ideal in .
We call (f(t), g(t) + 0) the associated ideal of F. In 
view of theorem 1.2, F is primitive if and only if its
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associated ideal is invertible. Define 0*Q^---^  by
0({F)) = {A) where A is the associated ideal of F. We have,

Theorem 2.6. 0 is a homomorphism of onto G^ .

PROOF: To show 0 is well defined let F^ = [f^(t), 2g1(t), 
h^(t)] and Fg = [ t^  2g2(t)j hg()3 be two equivalent 
forms with

a unimodular transformation taking Fg into F^. By the Gauss 
criterion,

(1). f ^ t M t )  = f2(t)r(t) + {gx (t) + g2(t)}u(t)
(2). -f-^tjsft) = (g2 (t) - g1 (t))r(t) + hg(t)u(t) = 

{g2(t) - S1 (t)}r(t) + fgg(t) + A(t))u(t)/f2(t).

From (1) and (2) we have
(3). f2(t)f1 (t)s(t) + g2(t)f1(t)v(t) =

u(t)g1(t)g2(t) + u(t)e2 + r(t)g1 (t)f2(t).

Equations (1) and (3) give
u(t)(g1 (t) + 0)(g2(t) + 0) + r(t) f ^ t K g ^ t )  + 9) =
v(t)f1 (t)(gg(t) + 9) + s(t)f1 (t)fg(t). Hence,
... . . . v(t){gg(t)+e)/fg(t))+s(t)
( )- (8l(t) “ u(t)t(g"(t)+9)/f2(t)}+r(t)

Let 7r = fg(t)r(t) + (gg(t) + 0)u(t), f± = f-^t). From (4), 
we have

(5). irf-^t) = (r(t)fg(t) + (gg(t) + 0)u(t )]fi
+ e) = (s(t)fg(t) + v(t)(gg(t) + 0))/X .
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Since the determinant of T is 1, it follows that
OrMfj/t), gx(t) + 0) = (/j.)(f2(t), g2(t) + 0). 

Therefore the associated ideals of F^ and Fg are equivalent.

The fact that 0 is onto is an immediate consequence of 
theorems 1.1 and 1.2.

To see that 0 preserves multiplication let {F^ and {Fg} 
be elements of such that F^ and Fg are the united
forms [fx(t), 2g1(t), c-^tjfgft)] and [fg(t), 2gx(t), 
Ci(t)fi(t)] respectively. We have 0(CF1}(P25) =
(f1 (t)f2(t)J gx(t) + 0) and 0({F1 ))0(CF2}) =

gx(t) + 0)(f2(t), g;L(t) + 0). Clearly 0({F1}{F2)) 
contains 0({F1 ))0({Fg)). Since (g1(t) + 0)2 =
2g1 (t)(g1(t) + 0) - N(g1(t) + 0) = 2g1(t)(g1(t) + 0) -

N(6i(t) + we have «i(t)(e1(t) + e )>
f1 (t)(gi(t) + 0), and f2(t){g1(t) + 0) are elements of 
0( (F^) )0( {Fg}) • Now Fi -*-s Primitive hence the greatest 
common divisor d(t) of f^(t), g-ĵ t), f2(i) is a constant. 
Since d(t) is a linear combination of f]_(t), 
with polynomials from K[t], it follows that gj_(t) + 0 is 
in 0({F2J). Therefore 0 ( ^ 3  {Fg}) = 0( {F-^ )0( {Fg}) and 
0 is a homomorphism of onto .

Theorem 2.7. If the associated ideal A = (f(t'), g(t) + 0) 
of F *= [f(t), 2g(t), h(t)] is principal then F is equi­
valent to Ffc = [k, 0, &(t)/k] for some k in K.



PROOF: If jLL is a generator of A then there are elements
r(t) and s(t) in K[t] such that

jji = r(t)f(t) + s(t)(g(t) + 9) and 
'n(M') - r2(t)f2(t) + 2r(t)s(t)g(t)f(t) + s2(t)N(g(t) + 9). 
By corollary 1.3, N(A) = (N(jLl)) = (f(t)). Thus N(a) = 
kf(t) for some k in K and k = r^(t)f(t) + 2r(t)s(t)g(t) + 
s2(t)N(g(t) + 9)/f(t).

Choose u(t) and v(t) so that r(t)v(t) - s(t)u(t) = 1 and 
let

It follows that FT * [k, 2g1(t), h^t)]. If
T _ 1* -g-^tj/k1 L°, i j 1

then TT^ takes F into [k, 0, A(t)/k] completing the
proof of the theorem.

If denotes the kernel of 0 then, hy theorem 1.7,
consists of the classes (F^), for k in K. Hence 0 is an
isomorphism if and only if (F^) = {F^}, the identity class,
for each k in K; that is, if and only if Ffc is equivalent
to F^ for each k in K. It is easily verified that the
equivalence of Ffc and F^ is the same as the existence of
polynomials X = uk (t), Y = vfc(t) satisfying the equation
X^ + A(t)Y^ = k. In case |A(t)| is odd, we have vk (t) = 

20 and k = uk (t). Thus,

Corollary 2.8. A necessary and sufficient condition for



, p p0 to be an isomorphism is that the equation X + A(t)Y = 
k have a solution in K[t]. In particular for A(t) of odd 
degree, 0 is an isomorphism if and only if every element of 
K is a square.



CHAPTER III 
DEFINITE QUADRATIC FORMS

Definition 3.0. A binary quadratic form [a(t), 2b(t), 
c(t)] is said to represent f(t) primitively if there are 
relatively prime polynomials r(t), s(t) such that 
a(t)r2(t) + 2b(t)r(t)s(t) + c(t)s2(t) = f(t).

Lemma 3.1. For any polynomial f(t) primitively represented 
by a quadratic form F, there is a form F* equivalent.to F 
having leading coefficient f(t).

PROOF: Let r(t), s(t) be a primitive representation of
f(t) by P = [a(t), 2b(t), c(t)]. Since r(t) and s(t) are 
relatively prime, there exist u(t), v(t) in K[t] such that 
r(t)v(t) - s(t)u(t) = 1. If we set __

then FT = F 1 is the required form.

Lemma 3.2. Every primitive binary quadratic form having 
determinant A(t) represents primitively a non-zero poly­
nomial of degree < jA('t)|/2.

PROOF: For a primitive form F having determinant A(t)
denote by a(t) a non-zero polynomial of minimal degree 
represented by F. It is obvious that any representation 
of a(t) by F is primitive hence, by lemma 3.1, there is a

- 15
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form P*- = [a(t), 2b(t), c(t)] equivalent to F. Now a(t)F' = 
(a(t)X + b(t)Y)2 + A(t)Y2. Choose n(t) in K[t] so that
ja(t)n(t) + b(t)| < J a(t)j and let X = n(t), Y = 1. Then 
g(t) = [(a(t)n(t) + b(t))2 + A(t)]/a(t) is a non-zero
polynomial represented by F'. Since any polynomial repre­
sented by F' must also be represented by F, we have

2 j a (t) | < max(2|ft(t)n(t) + b(t)| , |A(t)|) = jA(t)|.

Corollary 3.3. Let K* denote the multiplicative group of K. 
Then, for A ( ’t) of degree one, is isomorphic to
k */k *2.

PROOF: By lemmas 3.1 and 3.2, a class (F) contains a form
[k, 2b(t), c(t)] for some k in K. Define Tp :Q ■ —~> K*/K*2 
by ^((F}) = k. The fact that \jj is an isomorphism follows 
from the proofs of theorem 1.7 and corollary 1.8.

Corollary 3.4. If K is a finite field then is finite.

PROOF: By lemmas 3.1 and 3.2, there are in each class
forms F = [a(t), 2b(t), c(t)] with ja(t)( < (A(t),/2.
Choose n(t) so that |b(t) + n(t)a(t)| < ja(t)( and let

m _ 1# n(t)0, 1
Then FT = [a(t), 2b'(t), c'(t)] satisfies

(1) ,V(t)| < ja(t)j < |A(t)|/2.
Since K is finite there are at most a finite number of 
polynomials satisfying (1). Hence is a finite group,



17

Denote by sg[f(t)] the leading coefficient of a polynomial 
f(t) and set

. 1 if |A(t)| is even and -sg[A] is a square, 
X(A)'= < 0 if A(t) = 0, and

-1 otherwise.

Definition 3.5. A binary quadratic form having determinant 
A(t) is said to be definite (indefinite) if )( ( A  ) -

-1(X(A) - 1).

Definition 3.6. A definite binary quadratic form F »
[a(t), 2b(t), c(t)] having determinant A(t) is said to 
be reduced if

(2) |b(t)| < |a(t)| ^  |A(t)|/2.
We say that F is properly (improperly) reduced if (2) holds 
with inequality (equality).

If F is properly reduced, then the forms FT^,

Tk =
k, 0 0, 1A

for k a non-zero constant in K, are properly reduced
forms equivalent to F. For F improperly reduced,
sg[a(t)]sg[c(t)] = sg[A]> hence for r, s in K with

2 2not both r and s zero, sg[a(t)]r + sg[a(t)]s ^ 0  it is
easy to verify that the forms FT ,r, s

Tr,s
r, -sg[c(t)]s/(sg[a(t)]r2 + sg[c(t)]s2 ) 
s, sg[a(t)]r/(sg[a(t)]r2 + sg[c(t)]s2)
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are improperly reduced forms equivalent to F. We now show 
that these are exactly the reduced forms equivalent to F.

Theorem 3.7. In every class of , X (  ^  ) = 'there 
is a reduced form F. Moreover, if F is properly(improperly) 
reduced and F' is any reduced form equivalent to F then 
F' is properly(improperly) reduced and there exists k ^ 0 
in K(r, s, with not both r and s zero, in K) such that 
F' = FTk (F' = FTr^s).

PROOF: The proof of the first statement is identical to
(1) of corollary 3.4. To verify the second statement, 
let

T = r(t), u(t) 
s(t), v (t)

be a unimodular transformation taking F = [a(t),2b(t),c(t)] 
into F' = [a'(t), 2b'(t), c'(t)]. By the Gauss criterion, 
we have
(3 ) a 1(t) = a(t)r2(t) + 2b(t)r(t)s(t) + c(t)s2(t) and 

a' (t)v(t) = a(t)r(t) + (b(t) + b f(t))s(t),
W -a(t)u(t) = fb(t) -b'(t)}r(t) + c(t)s(t).

We now consider the case in which F is properly reduced. 
Completing squares in (3), we obtain
(5) a'(t) = [(a(t)r(t) + b(t)s(t))2 + A(t)s2(t)]/a(t).
Hence |a'(t)| = |m2(t) + A('t)s2(t)| - j a( t) J, m(t) = 
a(t)r(t) + b(t)s(t); therefore, |A(t)| > |a'(t)j+ |a(t)j =
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|m2(t) + A(t)s2(t)j. Since the coefficient of

t + 2 |s("̂ )| in m2(t) + A(t)s2(t) cannot vanish
unless s(t) = 0, it follows that s(t) = 0 and a1(t) = 
a(t)r2(t). Now

T"1 v(t), -u(t) 
-s(t), r(t)

takes P 1 into F, hence a(t) = a1(t)v2(t) and we deduce 
that r(t) is a constant. If we set r(t) = k, then 
a'(t) = a(t)k2 and |a(t)| = jaT(t)| . Thus F' is also 
properly reduced. Equating degrees in the last equation 
of (4), we see that |a'(t){ + |u(t)|= |b(t) - b'(t)|< 
max{|b(t)|, |b'(t)|). Since |a'(t)| exceeds both |b(t)| 
and |b'(t)|, it follows that u(t) = 0, whence T = Tfc.

Assume now that P is improperly reduced. Since T_1 takes 
F' into F, it follows from the preceeding proof that F' 
must be improperly reduced. From (5), we have |A(t)| > 
Ja'(t)j + |a(t){ = jm2(t) + A(t)s2(t)|, thus s(t) is a 
constant. Comparing degrees in equation (3) and (4) and 
noticing that ja(t)| = |c(t)|, we see that r(t), u(t), 
and v(t) are constants. Set r(t) = r, s(t) = s, u(t) = 
u, and v(t) = v. Hence, from (3) and (4), we have v = 
sg[a(t)]r/sg[a'(t)], u =  -sg[c(t)]s/sg[a'(t)], and 

sg[a'(t)] = sg[a(t)r2 + sg[c(t)]s2.

This concludes the proof of the theorem.



Corollary 3.8. If K*2 = K* then is infinite for A(t) 
of odd degree greater than one.

PROOF: The forms Fa = [t-a, 2b, (A(t) + b2}/(t-a)],2Xp
where b = -A(a) A ( a) ^ are reduced and primitive 
By theorem 3.7, the classes (F } are distinct for distinct

cl

values of a. The condition K*2 = K* implies K is infinite
hence there are an infinite number of values a in K for
which A(a) ^ °i therefore, there are an infinite number
of distinct classes {F_} in Q .a

Lemma 3.9. A primitive binary quadratic form represents 
primitively polynomials prime to any given polynomial.

PROOF: Let F = [a(t), 2b(t), c(t)] be a primitive form
and f(t) be any given polynomial. Suppose f(t) =
M- ei'7 p. (t) is a factorization of f(t) into powers of 1=1 1
irreducible polynomials p^(t). Let = 1, = 0 when­
ever (a(t), p^(t)) = 1$ X^ = 0, = 1 whenever
(a(t), p^t)) = P i(t) and (c(t), p±(t)) = 1; and X± = 1,
Y^ = 1 whenever (a(t), c(t)= p^(t). Since F is primitive, 
a(t)X2 + 2b(t)XjYi + c(t)Y2 is prime to p1(t). By the
Chinese remainder theorem, there are polynomials r(t),

  ei ___s(t) such that r(t)— X^ mod p^ (t) and s (t)— Y^ mod
©4Pi (t), i = 1,...,n. Hence r(t)/(r(t),s(t)), 

s(t)/(r(t), s(t)) is a primitive representation of a 
polynomial prime to f(t).
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Definition 3.10. A class {F) of is said to be prime if 
F represents an irreducible polynomial.

Lemma 3.11. Every class of is the product of prime 
classes.

PROOF: Let {F) be any class of Q, . By lemma 3.9, F
represents primitively a polynomial a(t) prime to AC^).*
If |a(t)| = 0, then there exist k in K such that F ^ F ^  = 
[k, 0, A(*0A]. It is evident that Fk represents pri­
mitive non-constant polynomials prime to A(t), thus we 
may assume |a(t)| > 0. Let F ! = [a(t), 2b(t), c(t)] be
a form equivalent to F with leading coefficient a(t) and 

n_ e±
let a(t) = 11 p. (t) be a factorization of a(t) into powers

i=l
of irreducible polynomials. Since the united forms F. =

e.. e
[p (t), 2b(t), c(t)p_ (t)..,p n (t)/p,(t) are each prim- 

xi e. x
itive, II (F.} is a factorization of {F 1) = (F) into 

i=n 1
prime classes.

Lemma 3.12. Let h(t), f(t), a(t) be polynomials in K[t]
such that (f(t), a(t)) = 1 and h(t)i£Ef2(t) mod a(t).

n—1 1 2  nThe .congruence h (t)^=1 [ £  x^a (t)] a (t) has a1=0 1
solution X^ = fi(t) with (t) mod a(t). Further­
more, f^(t) may be chosen so that < |a(t)j,
i = 0,...,n-l.

PROOF: Let XQ = f(t) and assume the existence of poly­
nomials X^ = f^(t), 1 < i < j, such that h(t) —
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X,ai(t)]2. If we set g(t) = {h(t)- X,a1(t)]2)/1=0 1 1=0 1
aJ(t), then h(t) - [ %  X1ai(t)]2= g ( t ) a J(t) - 2X,XnaJ (t)1=0 3 u
mod a^+1(t). Since XQ = f(t) is prime to a(t), there
exists Xj = f'j('t) such that 2XjXQ= g ( t )  mod a(t). Thus,
h(t)EE[ 4 fj(t) ai(t)]2 mod a^+1(t). By induction, the 1=0 1
congruence has a solution for any positive integer n. The 
fact that f^t) may he chosen so that |f^(t)| < |a(t)| is 
an immediate consequence of the preceding statements.

Theorem 3.13. If K is algebraically closed then every 
class of is a square.

PROOF: In view of lemma 3.11, it is sufficient to show
pthat the classes fc(t-a), 2b, (A(t) + b )/c(t-a)], where

O
b => - A ( a) 811(3 A ( a) 4 are squares. Let A(t) = n e1
sg[A] [I (t“dj ) be a factorization of A(t) in K[t],1=1 1 2 ___ 2Since c(d^-a) = r^ for some r^ in K, and cft-a^— r^
mod t-di, it follows from lemma 3.12 that there exist

  2polynomials u^t), i = 1, ...,n, such that c(t-a)r— u ^ t )
mod (t-d^) . By the Chinese remainder theorem, there is

—  2a polynomial u(t) such that c(t-a)zzzu (t) mod A(t). Let 
u2(t) + v (t) A(t) - c(t-a). Then [-A(t), 2u(t), v(t)] 
is a primitive form having determinant -c(t-a). By cor­
ollary 3 .3, Q , , contains only the identity class-c(t-a)
{1, 0, -c(t-a) ]), hence [-Aft), 2u(t), v(t)] r—
[1, 0, -c(t-a)]. Let



be a unimodular transformation taking the second form into 
the first. We have r2(t) - c(t-a)s2(t) = - A ^ ) *  hence 
[c(t-a) ± 2r(t), s2(t)] and [c(t-a)s(t), ± 2r(t), s(t)] 
are primitive forms having determinant A(t). Since 
{[c(t-a), ±2r(t), s2(t)]) = {[c(t-a)s(t), ±2r(t), s(t)])2, 

it suffices to show [c(t-a), 2b, (A(t) + b2 )/c(t-a)] 
is equivalent to one of the two forms [c(t-a), ±2r(t), 
s (t)]. By a translation, we may assume r(t) is reduced
modulo c(t-a); thus, r(t) is some constant r in K. Now

—  2 2- A  (a)'-— r  b mod c(t-a). Hence b = r or -r and, by
choice of sign, [c(t-a), 2b, (A(t) + b2)/c(t-a)] is

Oequivalent to one of the forms [c(t-a), ±2r(t), s (t)].

Corollary 3.14. If K is algebraically closed, A(t) has 
odd degree greater than one and is not a power of a linear 
polynomial, then there are elements of of order 2n, n 
any positive integer.

PROOF: If t-a is a linear polynomial such that (t-a)n
exactly divides A(t), then the form [(t-a)n, 0, A('t)/ 
(t-a)n] is primitive and has determinant A ( ‘t). Since 
[ (t-a)n, 0, A(t)/(t-a)n] and [ A(t )/(t-a)n, 0, (t-a)n] 
are equivalent forms, the class {F1) = [[(t-a)n, 0, 
A(t)/(t-a)n]) has order < 2. Now A(t) has odd degree 
> 1, hence n < | ̂  (t ) | /2 or |A(t)| -n < |A(t)|/2. It 
follows that one of the above forms is reduced. By



24

theorem 3.7, {F1J ^ {FQ = [1, 0, A(t)]), hence {F1) has 
order 2. Now suppose (Fn ) is a class having order 2n, 
n > 1. By theorem 3.13, there is a class (Pn+i) such that 
{Fn+lJ = {Fn J. It is apparent that the order of {Fn+1) 
is a divisor, 2J, of 2n+1. Since i ^ ) 2  ̂ 1 = {Fn+1)2J = 
{Fq}, 2n divides 2^_1. Hence j = n+1 and the corollary 
follows by induction.

Corollary 3.13. Given the same hypothesis as that of 
corollary 3.14, the prime classes do not have bounded 
orders.

PROOF: Let (F } be a class of QA having order 2n and
m_ e.
/| (Pj ) be a factorization of {F } into prime classes. 
i=l
Let denote the order of { }  and p be the least common 
multiple of the set of p1, 1 = 1,...,m. Since fFn )p is 
the identity class, 2n divides p. It follows that at 
least one p^ must be divisible by 2n ,

Definition 3.16. For Tf in K(t, 6 ) define d7?/dt, the 
derivative of Tf with respect to t, to be 
fy(t, Tf), where f(t,y) is the irreducible polynomial 'if 
satisfies over_K(t) and f|(t,y), f'(t,y) denote the 
partial derivatives of f(t,y) with respect to t and y.

It is shown in [9 ] that the usual rules for sums, 
products, and quotients hold for d^/dt. In particular, 
if the i-th derivative of Tf is denoted by TJ^^ then '0

where di(t) is a polynomial in K[t]. Let 0(a)



odenote a solution of the equation Y + A(a) = 0, for a 
in K, and let 0 (a) = di(a)/0(a)^i~'1' whenever A ( a) ^
0 .

Lemma 3.17. If A is an ideal in and Tf is an element 
of An, n > 2, then A(t)d7J/dt is in A11"1.

PROOF: A has a module basis over K[t] of the form
a(t)c(t), b(t)c(t) + c(t)0, hence An is generated by 
cn (t)a^(t)(b(t) + 0)^, i+j = n. For 7j in An, there are 
polynomials such that

T) = 2  rl1(t)on (t)al(t)(b(t) + B)l.
i,j=0

Since the derivatives of the terms appearing on the right, 
when multiplied by A(t)> are elements of An-1,
A(t)d77/dt is in An_1.

Lemma 3.18. If ®(a) is an element and K and A ( a) ^ 0 
then

n 2.
-A(t) =  [ £  e(a.)(i'>(t-z)1/i'.]2 mod (t-a)n .i=0

PROOF: By lemma 3,12, "there are constants cn, ...,c ,,
n-1 n

with cn = ©(a), in K such that -A(i)^EC X  ^ ( t - a )1]2 u i=0 1
mod (t-a)n .

Let P be the ideal in generated by t-a, -©(a) +0. It 
is clear that P is a prime ideal in and Pi? = (t-a).

n ~1 ■ ^ 2Now - A('t) - [ 2* c.(t-a) ] has for factors, 77 =
i=0
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n-1 1 n-1 .

9 - 2! c.(t-a) and Tl' = Z  c,(t-a) + Since Cp, =1=0 ’ i=0 1 u
e (a)> 171 is prime to P, hence T) is in Pn . By lemma
3.171 l^(t) is an element of Pn”*, 1 < n-i < n. We
have

* A i(t)'»7(i)=  - A1(t)i!o1=
- A1(t)i!ci =  

(-i)1di(t)(-e(a)+e)+(-i)id1(t)e(a)- A 1(t)i:=1 
modulo P. Thus (-l)idi(t)0(a) - A 1(t)i!ci is divisible 
by P, hence is in (t-a). It follows that (-l)^'di (a)0(a) - 
A 1 (a)ilci = 0, therefore c± = (-l)idi(a)0(a)/ A i(a)ll = 
di(a)/i,.9(a)21“1 = e(a)^1Vil.

Lemma 3.19. Let - A('t) = : f2('t) P('fc) where p(t) is an 
irreducible polynomial in K[t] prime to A(t). The class 
C[p(t), 2f(t), g(t)]}, -f2 (t) + g(t)p(t) = A(t). has order 
q if and only if q is the least positive integer for which 
the form [1, 0, A ^ ) ]  primitively represents pq (t).

PROOF: The hypothesis of the lemma implies the existence
of polynomials gQ(t),...,gn_1(t), g0(t)=f(t) mod p(t),

  n—1 . p p
such that -A(t) =  [ 2  Si('t)P (t)] = u (t) mod p (t).1=0 1
Since the forms [p(t), 2f(t), g(t)] and [p(t), 2u(t), 
v(t)pn-1(t)], -u2(t) + pn(t)v(t) = A(t), are equivalent, 
we have
{[Pn (t), 2u(t), v(t)]) = f[p(t), 2u(t), v(t)pn"1(t)] }n = 
{[p(t), 2f(t), g(t)])n .
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If {[p(t), 2f(t), g(t)]) has order q then (pq(t), 2u(t), 
v(t)]} = ([1, 0, A(t)]). Evidently, the equivalence of 
[pq(t), 2u(t), v(t)] and [1, 0, A(t)] implies pq (t) is 
primitively represented by [1, 0, A (t)].

lrConversely, assume p (t). to be primitively represented by 
[1, 0, A(t)]. By lemma 3.1, there is a form [pk(t),
2b(t), c(t)] equivalent to [1, 0, A(t)]. Since 
{[p(t), ±2b(t), c(t)pk,,1(t)])k = C[pk (t), ±2b(t), c(t)]} = 
([1, 0, A(t)]), the classes C[p(t), ±2b(t), c(t)pk"1(t)])

p ___have orders which divide k. From the condition b (t) =  

f2(t) mod p(t), b(t)j^j=f(t) mod p(t) or b(t)=EE-f(t) mod 
p(t). It follows that [p(t), f(t), g(t)] is equivalent 
to one of the forms [p(t), i2b(t), c(t)pk"1(t)]; therefore, 
the order of (|p(t), 2f(t), g(t)]) is a divisor of k. Thus 
C[p(t), 2f(t), g(t)]} has order q, the least integer for 
which [1, 0, A(t)] primitively represents pq(t).

Remark 3.20. If r2(t) + A(t)s2(t) = ph(t) and q = h|p(t)J,
then for A(t) of odd degree

9 > | AC't) | ̂ |r(t) | = and 2|s(t)| < q - | A  (t) |
whenever q is even,
<1 > | A(t)| ̂ |r(t)| < q/2  ̂ and 2|s(t)| = q - | A(t)| 
whenever q is odd.

Theorem 3 .21. Let A(t) = 2r+l with r > 0 and 0(a) / 0 
be in K. For the prime class {[t-a, 20 (a), {A(t) - A(a)]/ 
(t-a)]) to have order 2n+e, e ■ 0 or 1, it is necessary
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for the equations
2  cifX -t ■ 0* where = 0(a)(k )/kl* j+k=i K 3 K

(T) i = n+1,...., q-1, and j = 0,...,n+e-r-l, 
to have a non-trlvial solution in K. Moreover, the order 
of the prime class is < 2q whenever such solutions exist.

PROOF: Assume {[t-a, 20(a), {A(t) - A(a) }/(t-a)]) has
order q and let u(t), v(t) be a primitive representation of 
(t-a)q. From (6), we have q > |A(t)j, |v(t)| < n+e-r-1,
and |u(t)| < n. Let u(t) = 2  u^t-a)1, \î  = 0 for

1 ! n+e-r-1 1=0 , .
i > |u(t)|; v(t) = v±(t-a) , v± = 0 for i > |v(t)|;

Q“1 4 O O __and A rt o - 2  c. (t-a) . We have u (t) + v (t) (t )--4-> a 4 Z?0 12
u2(t) - v2(t) A „  tt= E o  mod (t-a)^. It follows that one ofcjj a
the factors u(t) - v(t)A„ « or u(t) + v(t)A„ a isq-a q-a
divisible by (t-a)q . By changing the sign of v(t), we
may assume u(t) - v(t)A  = = o mod (t-a)q. ThusSI

Uj = 2  ĉ .vj, 1 ^ 0, ...,n, and
1 j+k=i K J

2  cwv, = 0, 1 == n+1, ...,q-1, j = 0,...,n+e-r-1. 
j+k=i K J

Since v(t) ^ 0, the equations given in (7) have a non­
trivial solution in K.

Now assume v.,..,,v „ , to be a non-trlvial solution ofu n+e—r—x
(7) and let u. = S c.v., i = 0, ...,n. If we set 

1 j+k=i K 3 
n . n+e—r-1 j

u(t) = 2  u,(t-a) and v(t) = 2  v4(t-a) then
i=0 1 i=C 1
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u(t) - v(t)Aq - 0 mod (t-a)q. Hence
u2(t) - v2(t)Aq#a= u 2(t) + v2(t)A(t) = 0  mod (t-a)q . 

Let u2(t) + v2(t) A(t) = c(t)(t-a)q. Since |u2(t) + 
v2(t)A(t)| cannot exceed q, c(t) is some constant c in K. 
Set (u(t), v(t)) = (t-a)s. Since v1 ^ 0 for some 0 < i < 
n+€-r^l, v(t) 0 0 whence s < |v(t)| < q/2. Thus u(t)/ 
(t-a)s, v(t)/(t-a)s is a primitive representation of 
c(t-a)q”2s by [1, 0, A(t)]. By lemma 3.19> the order of 
([c(t-a), 20(a), { A(t) - A(s-))/c(t-a)]) is a divisor of 
q-2s. Since ([c, 0, A(t)/c]] has order a divisor of 2, 
{[(t-a), 20(a), (A(t) - A(a)}/(t-a)]} has order less 
than of equal to 2q.

Let A(t) be a polynomial of odd degree in K[t], K' a 
field containing K, and the class group of primitive
binary quadratic forms over K 1[t] having determinant A(b). 
If F is any primitive form over K[t] then F is primitive 
with respect to K'[t); therefore, for each class {F} of 
^ A  there :i's a corresponding class (F)T = 0(F) in Qy. .

Lemma 3.22. 0 is a homomorphism of into with
kernel H0, the classes ([e, 0, A(t)/c]} such that c is 
a square in K 1.

PROOF: Since 0 is evidently a homomorphism, we need only
show that H0 is the kernel of 0. Suppose 0(F) =
([!> 0t AC^)]}' the identity of Q'^ , and let F-ĵ be a
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reduced form in {F}. Now F^ is, by definition* reduced with 
respect to K'[t] hence F1 and [1, 0, A(t)] are two reduced 
forms in 0(F). By theorem 3.7, the leading coefficient of - 
F^ must be a square in K'. Thus F^fc, 0, A(t)/c] for 
some c in K which is a square in K'. Conversely, the 
forms [k^, 0, A(t)/k^] and [1, 0, A(t)] are equivalent 
for each k in K* . Thus is the kernel of 0.

Theorem 3.23. Let A(t) be a polynomial of degree 2r+l, 
r > 0, which is not a power of a linear polynomial in 
K[t]. The number of prime classes (t-a, 20(a),
(A(t) ” A(a) )/(t-a)]), with 0 (a) in K, having order q = 
2n+e, € *= 0 or 1, is finite.

PROOF: In view of lemma 3.22, it is sufficient to prove
the theorem for K algebraically closed. From theorem 
3.7, none of the above prime classes have order 1 and 
have order 2 if and only if t-a exactly divides A(t).
Hence we may assume q > 2.

Since the equations (7) must have a non-triviel solution
in K whenever ([t-a, 20(a), ( A(t) - A(a)3/("t-a.)]) has 
order q, it follows that the rank of the coefficient 
matrix f \

A& = |0 (a) ̂ i+^/(i+J) i j t where
J = 1,...,n+e-l and i = r+l-e,..,n, 

is less than m = n-r+e, the number of columns of A0.SL
Hence all the minor determinants of A& having order m

s
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must be zero. Let A. , j = 1,...,s, denote the minorj j a.
determinants of A& having order m. Substituting d^a)/
0(a)2i‘"'1 for ©(a)^1), we have 0(a) A. = fj(a)/c. *̂ (a)J s a* J J
where fj(t) is a polynomial in K[t] independent of the 
choice of a and cy  e^ are rational integers. Hence the 
rank of A& is less than m whenever fj(a) = 0, 1 < j < s. 
Since a non-zero polynomial can have at most a finite 
number of roots in K, the theorem will follow if we can 
exhibit a J for which fj('t) is not identically zero. If 
we assume * to be identically zero for 1 < J < s,
then the rank of A is less than m for each a in K such& w'
that A(a) 4 °* Ihus the equation (7 ) have a non-trivial 
solution for each a in K such that A(&) 4 0. From 
theorem 3 .21, the order of {[t-a, 20(a),
CA(t) - A(a)}/(t-a)]) is < 2q. Hence the prime classes 
have bounded orders and we have obtained a contradiction 
of corollary 3.15.

Corollary 3.2*1. Let the hypothesis be the same as given 
in theorem 3.22. If K is algebraically closed and 
uncountable then the number of prime classes having 
infinite order is uncountable.

PROOF: Since the forms [t-a, 20(a), {A(t) - A(&))/(t-a)]
are reduced, they are in distinct prime classes of . 
Therefore, the number of prime classes in is uncount­
able. By theorem 3.23, there are at most a countable
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number of prime classes having finite order; therefore, 
the number of prime classes having infinite order is 
uncountable.



CHAPTER IV 
INDEFINITE QUADRATIC FORMS

Lemma 4.0. If X ( A )  = 1 then there is a polynomial u(t),
I o
u (t) + A(t) <

|A(t)|/2.
2k ±

PROOF: Let A(t) = consider the equations1=0 1
Xk - -a2k

XkXk-l + Xk-lXk - -d2k-l

XkX0 + Xk-lXl + .......+ X0Xk = "dk*
Since -dov is a square, the equations have a solution

k i
un, . ...,u. in K. It is apparent that u(t) = ]>' u. t

i=0
satisfies the condition |u2(t) + A(t)| < k. If v(t)

I 2 Iis any polynomial such that v (t) + A  (t) <k, then ‘
|u2(t) - v 2(t)| = u(t) + v(t)| + |u(t) - v(t) <k.
Now |u(t)| = |v(t)| =k, hence |u(t) +v(t)| = k or
u(t) - v(t)| = k. Thus v(t) = ±u(t).

Notation 4.1. Denote by D(t) a polynomial satisfying the 
condition D2(t) + _(t)| < |A(t)[/2.

Definition 4.2. A form [a(t), 2b(t), c(t)] having 
determinant A ( t ) , X ( A )  = 1* is said to be reduced if
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Lemma 4.3. If F = [a(t), 2b(t), c(t)] satisfies the 
conditions of definition 4.2 then

(2) b(t) = |A(t)|/2, | a(t) [ < |A(t)[/2,
(3) no other form obtained from F be a translation 

is reduced,
(4) [c(t), 2b(t), a(t)] is reduced.

PROOF: (2) Since |D(t) - b(t)|y |D(t) + b(t)|, |b(t)| =
|E(t)| = |A(t)|/2.

(3) If b(t) is replaced by b'(t) = b(t) + h(t)a(t), 
h(t) 4 0* then D(t) - b'(t)j = |h(t)| + |a(t)| > a(t)|.

(4) We have {D(t) + b(t)){D(t) - b(t)) = D2 (t) + 
A(t) - a(t)c(t). If D(t) - b(t) ^ 0 then D(t) + b(t) +
D(t) - b(t) a (t)| D(t) - b(t)| <(t)|, hence
jc(t)| < D(t) + b (t)|. If D(t) - b(t) = 0 then D2(t) + 
A(t) = a(t)c(t), hence |c(t)| < |d(t) + b(t)| .

Let F = [a(t), 2b(t), c(t)] have determinant A(t), X ( A )
= 1. Choose q(t), s(t) in K[t] so that D(t) + b(t) = 
q(t)c(t) + s(t) and |s(t)j < c(t) . The form F^ =
[c(t), 2b^(t), a^(t)] obtained from F by the transformation

0, -1
1, q(t)

is called the right neighbor of F.

Lemma 4.4. If c(t) < | A (t) /2 then P1 is reduced.

PROOF: Since b1(t) = c(t)q(t) - b(t), D(t) - b^t) =
s(t). Hence | D (t) - b1 (t) | < c(t)| < |A(t)|/2 =



jD(t) + b1(t)|.

Lemma 4.5. If jc(t )| > | A (t)j/2 then ja1(t) < c(t)

PROOF: Since a1(t)c(t) * A(t) + b2(t) = A(t) + D2(t)
-2D(t)s(t) + s2(t),
|a1(t)| + |c(t)| < max{ |A(t)+D2(t)| , |A(t)|/2+|s(t)j,2|s(t)| ) 

< max { |A(t)|/2+|s(t)|,2 |s(t)|).
If |a1(t)| + | c (t) | < | A ( t ) | /2 + s(t)| then a1(t)| <
| A(t)| /2. If |a1(t)|+ | c (t) | < 21 s (t) | then | (t) | <
|s(t)| < |c(t)|.

By lemmas 3.4 and 3.5> a succession of right neighbors F, 
Fl* F2* * *' ultimately Sives a reduced form, and thereafter 
only reduced forms, these forming a chain, say

[a^t), 2bx(t), a2(t)], [a2(t), 2b2(t), a3(t)],...
Since [c(t), 2b(t), a(t)] is reduced with [a(t), 2b(t), 
c(t)], the chain can be extended backwards, each reduced 
from F^ having a reduced left neighbor F^_1 such that F^ 
is the right neighbor of

T =
Theorem 4.6. If

r2(t) 
r3 (t), r^(t)

is a unimodular transformation taking a reduced indefinite 
form into, a reduced indefinite form then exactly one of
the following is true:
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(8)

(9)

Let * [a^t), 2b1(t), c1(t)] be the given form and FT 
F2 " [a.g(t ^  2b2(t), c2(t)]. By the Gauss criterion, 
applied in both directions, we obtain

a2(t) = a1(t)r^(t) + 2b1(t)r1 (t)r3 (t) + c1(t)r|(t) 
a-^t) = a2(t)r^(t) - 2b2(t-)r3 (t)r4(t) + c2(t)-r3 (t),

a2(t)r^(t) = a^tjr-^t) + {b-^t) + b2(t))r3 (t) 
a^tjr^t) = a2(t)r4(t) - {b1 (t) + b2(t))r3 (t), and

^ ^ ^ a2(t)r2(t) = Cb1(t) - b2(t)}r^(t) + c^(t)r3(t) 
^ { t ^ t )  = (b2(t) - b1(t))r4(t) - c2(t)r3 (t).

If r3 (t) = 0 then T is a translation. It follows from
lemma 3.4 that r2(t) = 0. Since

*4(t), r3(t) 
r2(t), r4(t)

takes [c-^t), 2b1(t), a-Jt)] into [c^(t), 2bg(t), a2(t)], 
r2(t) = 0 implies r3 (t) = 0. Thus we may assume 
r2(t)r3(t) / 0.

If rx(t) = 0 then rx(t)r4(t) - r2(t)r3 (t) = -r2(t)r3 (t) = 
1, hence r2(t ) [ = j r 3(t) =0. By comparing degrees in
the second equation of (8 ), we see that |r4(t)| >0. In 
similar manner, we obtain j (t) j > |r2(t)|> >
Jr4(t)| whenever r4(t) = 0.

Now assume r1(t)r2(t)r3(t)r4(t) ^ 0. Since b-^t), b2(t) 
have the same leading coefficient as D(t), Jb^(t) + b2(t) 
= |A(t)|/2- From (9)j it follows that jr3 (t)| cannot 
exceed both j (t)j and |r4(t)| . Replacing T by T1# we
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see that | )| likewise cannot exceed both jr^(t)|and
K ( * ) | .

if K ^ ) !  > then h ^ l  h ^ l -  We
see from (8 ) that |r^(t)| ^ | t )) and* replacing T by 
Tl' * |r4 (t)| - Since r-^tjr^t) - r2(t)r3 (t) = 1,
| (t;) | + |r^(t)| = |r2(t)| + hence (6) holds.

If |rx(t)| > |r4(t)| then, as in the preceding manner, (5 ) 
holds.

Theorem 4.7. If F = [a(t), 2b(t), c(t)] and F' =
[a'(t), 2b*(t), c'(t)] are equivalent indefinite reduced 
froms then there is an element k in K such that FTfc,

Tk =
k, 0 
0, 1/k

is in the chain of reduced forms containing F'.

T =
PROOF; Let

r2(t) 
r3(t), r^(t)

be a unimodular transformation taking F into F'. Now T 
must satisfy one of the three conditions of theorem k,6. 
The theorem being evident in case (7) holds, we need con­
sider only (5) and (6).

Suppose (5) holds for T and let
Nj 0, -1 

1, Q±(t)
thbe the transformation taking F^, the i right neighbor of 

F', into its right neighbor F^+1< If
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" ■  $ ! : $ !
is any matrix satisfying (5) then |s(t)|, |u(t)| > |v(t)|,
hence r

m  = s(t), -r(t) + s(t)qi(t)
1 v(t), -u(t) + v(t)qi(t)

must satisfy either (5) or (7) whenever MN^ takes a
reduced form into a reduced form. Since the degree
coefficients of TNq.,.1̂  decend with increasing i, after
a finite number of steps we obtain a matrix TN^.^No n
satisfying (7). That is, TN0 ...Nn = for some k in K. 
Hence FTNQ...Nn = F'NQ,,,Nn - FTfc so that FT^ is the n+1 
right neighbor of F'.

th

Now let T satisfy (6) and
^(t), r3(t)

T* “ r2(t), rx(t)
the matrix taking [c(t), 2b(t), a(t)] into [c'(t), 2b 1(t),
a'(t)]. Clearly (5) holds for T*; therefore, as in the
preceding proof,[k2c(t), 2b(t), a(t)/k2] is in.the chain
of right neighbors of [c'(t), 2b'(t), a'(t)] for some k
in K. By definition, [a(t)/k2, 2b(t), k2c(t)] is in the
chain of left neighbors of F'.

Definition 4.8. T is said to be an integral automorph of 
a form F if T is a unimodular transformation with co­
efficients in K[t] which takes F into Itself.

Lemma The integral automorphs of a primitive form
A(t) the determinant of F, are the transformations
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(11)
f(t) - b(t)g(t), -c(t)g(t)

a(t)g(t) , f(t) + b(t)g(t)
where f2(t) + g2(t) A  (*) = !•

PROOF: By the Gaues criterion,

T = « i :  ; t y
is an integral automorph of F if and only if

a(t) = a(t)r2{t) + 2b(t)r(t)u(t) + c(t)u2(t)
(12) a(t)v(t) = a(t)r(t) + 2b(t)u(t)

-a(t)s(t) => c(t)u(t).
Since F is primitive, a(t) divides u(t). If we set u(t) = 
a(t)g(t) then

1 = r2(t) + 2b(t)r(t)g(t) + c(t)g2(t)
= (r(t) + b(t)g(t)}2 + g2(t) A  (t).

Letting f(t) = r(t) + b(t)g(t), we have r(t) = f(t) -
b(t)g(t), s(t) = -c(t)g(t), u(t) = a(t)g(t) and v(t) = 
f(t) + b(t)g(t). Since it is apparent that any matrix of 
the form (11) satisfies (12), the proof of the lemma is 
complete.

Definition 4.10. A chain C of indefinite reduced forms is 
said to be periodic if for F in C there is an integer n
and a k in K such that FT^,

.th

k, 0 
0, 1/k

is the n right neighbor of F.

Theorem 4.11. A necessary and sufficient condition for a 
chain C of indefinite reduced forms of determinant A(^)
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2 ?  -to be periodic is for the Pell equation X + A(t)Y = 1 
to have a non-trivial solution in K[t],

PROOF: To show necessity, let F be a form in C and Fn,
the n right neighbor of F, be obtained from F by Tfe.

.LL.If ^  denotes the matrix taking F^, the i right neighbor 
of F, into its right neighbor then N = No***,Nn-l
takes F into Fn< Since NT^1 is an integral automorph of 
F =* [a(t), 2b(t), c(t)],

NTkX - 7 b(t)g(t), / 7® ^ ) ? (t)/ va(t)g(t) , f(t) + b(t)g(t)
where f  ( t )  + A(t)g (t) = 1* It fo l lo w s  e a s i l y  by 
in d u c t io n  t h a t  N T ^  s a t i s f i e s  (6) o f  theorem  4.6, hence 

| f ( t )  + g ( t ) b ( t ) |  > | f(t) - g(t)b(t)|. T h e re fo re  g(t) 4  

0 and X « f ( t ) ,  Y = g(t) i s  a  n o n - t r i v i a l  s o l u t i o n  o f  th e  

P e l l  e q u a t io n .

Now l e t  f ( t ) ,  g ( t )  be a  n o n - t r i v i a l  s o l u t i o n  o f  t h e  P e l l

e q u a t io n  and

T _ R ( t )  -  g ( t } b ( t ) ,  - c ( t ) g ( t )
I  a ( t ) g ( t )  , f ( t )  + g ( t ) b ( t )

be an i n t e g r a l  autom orph o f  th e  reduced  form [ a ( t ) ,  2 b(t),
c ( t ) ] .  We may assume | f ( t )  - g ( t ) b ( t ) |  > | f ( t )  + g ( t ) b ( t )

s in c e  g ( t )  can be r e p la c e d  by - g ( t ) .  S in ce  F i s  red u ced ,

T must s a t i s f y  (5) o f  theorem  4,6. By theorem  4.7, t h e r e

i s  a  k i n  K such t h a t  FTT^ = FT^ i s  i n  t h e  c h a in  o f  r i g h t

n e ig h b o rs  o f  F.

Definition 4.12. An ambiguous form is a form of the type
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[ a ( t ) ,  2 b ( t ) ,  c ( t ) ]  where a ( t )  divides b ( t ) .

Definition 4.13. An ambiguous class of is one whose 
square is the identity.

Theorem 4.14. A class of is ambiguous if and only if 
it contains an ambiguous form.

PROOF: I f  a  c l a s s  c o n ta in s  an ambiguous form  th e n  i t

c o n ta in s  a  form o f  th e  ty p e  [ a ( t ) ,  0,  A ( t ) / a ( t ) ]  where 

a ( t )  d iv id e s  A ( t ) .  C le a r ly  { [ a ( t ) ,  0,  A ( " t ) / a ( t )] ) 2 =

{ P-, 0, A(t)]}.

To show th e  c o n d i t io n  i s  n e c e s s a r y ,  we make u se  o f  a method

d iv i s e d  by C a n to r[2], [7]. L et {F}2 = {[1, 0, A(t)]} w ith

F = [ a ( t ) ,  2 b ( t ) ,  c (t ) ] .  Then F ^ [ a ( t ) ,  - 2 b ( t ) ,  c ( t ) ]

hence t h e r e  a r e  p o ly n o m ia ls  r ( t ) ,  s ( t ) ,  u ( t ) ,  and v ( t )  i n

K[t] such that r(t)v(t) - s(t)u(t) » 1, a(t) = a(t)r2(t)
+ 2 b ( t ) r ( t ) u ( t )  + c ( t ) u 2 ( t ) ,  a ( t ) v ( t )  = a ( t ) r ( t ) ,  - a ( t ) s ( t )

= 2 b ( t ) r ( t )  + c ( t ) u ( t ) .  Thus r ( t )  = v ( t )  and - r 2 ( t )  +

s ( t ) u ( t )  = -1 ,  Hence F ' = [ s ( t ) ,  2 r ( t ) ,  u ( t ) ]  i s  a

primitive form having determinant -1. By lemma 3.2, F 1
r e p r e s e n t s  a  c o n s ta n t  k /  0 i n  Kj t h e r e f o r e ,  F ' can be

tra n s fo rm e d  i n t o  [k ,  0, - l / k ] . S ince

1, - l / 2 k  
k , 1 /2

ta k e s  [k , 0 , - l / k ]  i n t o  [0 ,  -2 ,  0 ] ,  F'<—’ [0 , - 2 ,  0 ] .  L e t
M t ) ,  s 2 ( t )

T * s3 ( t ) ,  s 4 ( t )

be a  un im odu lar  t r a n s f o r m a t io n  t a k in g  F ’ i n t o  [ 0 , - 2 , 0 ] .



42

Then s(t) = -2a1(t)s3 (t), r(t) = -s1(t)sif(t) - s2(t)s3(t). 
and u(t) = -2s2(t)s^{t), hence 

s^t), s3 (t)
s2(t), s4(t) = [a'(t), 2b 1 (t), c'(t)] with

-2b'(t) = -2a(t)s1(t)s3 (t) -2b(t){s1(t)sif(t)+B2(t)s3 (t)} 
-2c(t)s2(t)s^(t) = a(t)s(t) + 2b(t)r(t) + c(t)u(t) « 0. 
Therefore [a1(t), 2b'(t), c'(t)] is an ambiguous form in 
(F).

Definition 4.15. A properly ambiguous form will be a 
primitive form of the type [a(t), 0, A(t)/a(t)] where 
a(t) divides A(t).

Let A ^  denote the set of properly ambiguous forms having 
determinant A(t)* For F^ = [a1(t), 0, A ( t)/a-i('t)] and 
F2 “ ^ 2^ ^  °* A ( t)/a2(t)3 in define F-jFg, the pro­
duct of F1 and F2, to be the form F3 =
[a1(t)a2(t)/(a1(t), a2(t))2, 0, b(t)] where 
b(t)a1 (t)a2(t)/(a1 (t)J a2(t))2 = A(t). Since F1 and Fg 
are primitive, a prime divisor of a^(t) or a2(t) must be 
prime to (a1(t), a2(t)) or appear to the same power in 
both a-̂ (t) and a2(t). It follows that F3 is primitive 
and multiplication is closed and associative. Now [1, 0, 
A(t)] acts as an identity element and each form is its 
own inverse. Hence A ^  is an abelian group.

Lemma 4.16. There is a homomorphism 0 from A a onto CA  ■ 
the ambiguous classes of , such that the kernel of 0 
is the set of forms in A ^  equivalent to [1, 0, A(t)].
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PROOF: The lemma follows immediately by letting 0(F) =
CF}.

An element Tj = f(t) + g(t)0 in will be called a unit
if N(t^) = f2(t) + A ( t)s2('t) is a non-zero constant. If
7/ is a unit then sg2[f(t)] - sg2[g(t)]d2 = 0, where d

2denotes a solution of the equation X + sg[A] = 0. We 
say that 7-j is positive (negative) if sg[f(t)] = 
sg[g(t)]d(-sg[g(t)]d). Let \Tj\ = |f(t)|. If the Pell 
equation has a non-trivial solution choose = f-̂ (t) + 
g1(t)9 such that |t/:l | is minimal among the units with 
g(t) 0 0 .

Lemma 4.17. If f± = r(t) + s(t)0 Is any unit in then
there is an integer n such that jU = for some k in K.

PROOF: Letf± be as above and U = u(t) + v(t)0, v(t) / 0, 
be any other unit in . Then VjLL =
[ r ( t ) u ( t ) -  s ( t ) v ( t )  A ( t ) ]  + [ s ( t  ) u ( t ) + r ( t ) v ( t ) ] 0  i s  a  

u n i t  i n  , We c o n s id e r  th e  r e s p e c t i v e  c a s e s :

(a). V  , fl are positive.
Since u(t)| = jv(t) [ + | A( ) j /2 and | r ( ' t ) J  =  J s ( ' t ) |  +  
|A(t) /2,

s g [ r ( t ) u ( t )  -  s ( t ) v ( t )  A ( t ) ]  -

* sg[r(t)] sg [u(t)]-sg[s(t)]sg[v(t)]sg[A] 
= sg[s(t) sg[u(t)]d + Sg[r(t)]sg[v(t)]d 
« sg[s(t)u(t) + r(t)v(t)]d.

Hence isjX is positive and|iy|U. [ = fi-'j + |/X J .
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(b), JX * 1/jX are positive.
If V is positive then the case reduces to (a). For 
negative, N(i/)jU = !7( Z/jll, ). Therefore |17| + |z/|u| =
|n( v)fl |= JjLC | hence|i^u|= |/LL | - \ u\*

(c). JU, is positive, v^X is negative.
Then jX) - (VfX)~jX' By talcing conjugates in (a), we
have |7T| + \vf^\ =|^|* Therefore *= |l/|-|ja| •

All other cases may be obtained by taking conjugates in
(a), (b), and (c); thus,

/ M  + J fX | when 1/ and }X are of the same type and
M  = .........

when 1/ and jJL are of different types, 
n + m with 0 < m < n. We may assume 

is positive since 7)^ may be replaced with For
|U, positive we have |̂ x"T7̂ | = [H^ll “ |T̂ || = m ’ Since 
J T V i  is a unit satisfying pUTyJl < |*?7x| ̂ JLT)± is a non" 
zero constant in K. Therefore jx = k 7 ^  for some k ^ 0 
in K.

In a similar manner, fx * k'7]^n when jX is negative.
V

Definition 4.18. We say two forms F and F' are scalar 
equivalent if there Is a k In K such that

|M-IH
Now l e t  I H  -  h i

takes F into F 1.

k,  0 
0,  1 / k o r  T£ - r° * *k i-  |jL /k , o j
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Lemma 4.19. For any non-trivial solution f(t), g(t) of the
2 2Pell equation X + A(t)Y = 1 there corresponds a pro­

perly ambiguous form F =
[-2sg[f(t)](l-f(t),A(t)),0,A(t)/-2sg[f(t)](l-f(t), A(t))] 
in the principal class. Furthermore, if F 1 is any properly 
ambiguous form equivalent but not scalar equivalent to 
[1, 0, A(t)] then there is a constant c and a non-trivial 
solution f(t), g(t) of the Pell equation such that F 1 =
FTC.

PROOF: Let f(t), g(t) be a non-trivial solution of the
Pell equation and let 1 - f(t) = -sg[f(t)]r2(t)a(t),
1 + f(t) ■ g2(t)A(t)/-sg[f(t)]a(t)r2(t) where a(t) =
(1 -  f ( t ) ,  A ( t ) )  and f 2 ( t )  = (1 -  f ( t ) ,  g 2 ( t ) ) .  I t  

fo l lo w s  t h a t  ( r ( t ) ,  g ( t ) / r ( t ) )  = 1 and ( a ( t ) ,  A ( t ) / a ( t ) )  =

1. Hence [ a ( t ) ,  0, A ( t ) / a ( t ) ]  i s  p r o p e r ly  ambiguous and 

we have a ( t ) ( - s g [ f ( t ) ] r ( t ) ) 2 + A ( t ) { g ( t ) / r ( t ) ) 2/ a ( t ) = 

- 2 s g [ f ( t ) ] .  T h e re fo re  [ a ( t ) ,  0,  A ( t ) / a ( t ) ] r-*

[-2sg[f(t)], 0, A(t)/-2sg[f (t)] ]. Multiplying both sides 
by the latter form, we obtain the equivalence of F and
[1, 0, A(t)].

Now let F' 5= [a(t), 0, A(t)/a(t)] be an ambiguous form 
in the principal class which is not scalar equivalent to 
[1, 0, A(t)]. Since F 1 and [1, 0, A(t)] are equivalent 
there are relatively prime polynomials r(t), s(t) such 
that a(t)r2(t) + s2(t)A(t)/a(t) = 1. If f(t) = 
s2(t)A(t)/a(t) - a(t)r2(t) then 1 - f(t) = 2a(t)r2(t)

*
I



and 1 + f(t) =s 2s2(t) A  (t )/a(t), hence f2(t) +
A('t) {2r(t )s(t) }2 = 1. Since F' is not scalar equivalent 
to [1, 0, A(t)], neither a(t) or A(t)/a(t) is the square 
of some constant in K; therefore, r(t)s(t) 4 0. Let F be 
the ambiguous form corresponding to the solution f(t), 
2r(t)s(t) of the Pell equation. Then F =
[-2sg[f(t)](l-f(t), A(t)),0, A(t)/-2sg[f(t)](l-f(t), A(t))]
*■ C- 2sg[f (t)]a(t)/sg[a(t)],0, A(t)sg[a(t)]/-2sg[f(t)]a(t)]
= [4sg2[r(t)]a(t),0, A(t)/4sg2[r(t)]a(t)].
Therefore FT = F' where c = l/2sg[r(t)].

Theorem 4.20. If the Pell equation X2 + A(t)Y2 = 1 has 
a non-trivial solution then there is an ambiguous form F, 
equivalent but not scalar equivalent to [1, 0, A(t)], 
such that every properly ambiguous form in the principal 
class is scalar equivalent to either F or [1, 0, A(t)].

PROOF: From lemma 4.17, there is a unit Tj in with
the property that given any unit jU. having norm 1 there 
is an integer n such that jU = Tjn or -Tjn * Let fn (t), 
gn (t) be the solution of the Pell equation corresponding 
to 71 n .

Since 177n | < 177 h^1 |, gn (t) = 0 if and only if n = 0; 
therefore, there is a properly ambiguous form Fn corres­
ponding to each solution ^(t), Sn^) n ^ 0. If -Fn
denotes the form corresponding to -fn (t), -gn (t), n ^ 0, 
then -Fn has leading coefficient 2sg[fn(t)] (l+fn (t), A ^ ) )
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- .2sg[fn(t)]A(t)/«s[A](i - fn(t), A(t)) =
{2sg[gn(t)])2A('t)/-23g[fn(t)](l - fn(t), A(t)). It 

follows that -Fn = FnTI/sg[g(t)]- Mov f-n(*) = 
hence F_n = F . Therefore, by lemma 4.19, any properly 
ambiguous form in the ambiguous class is scalar equivalent 
to either [1, 0, A(t)] or Fn for some positive integer n.

We now show that the forms F , n > 0, are scalar equiva­
lent to either F̂  ̂or [1, 0, A(t)]. Without loss of 
generality, we may assume Tj to be positive. Since 
T?1*1- (fn(t) + 8n(t)e)(f1(t) + gl(t)6) =
[f,n(t)fi(t) - 6n(t)s1(t) A(t)] + [fn (t)g2(t) + 
f,l(t)sn(t)]0  ̂we have ^ + 1 ^ )  = fn(t)f1(t) mod A(t) and 
s6[fn+1('fc)] = 2sg[fn (t)sg[fi (t)]. By induction, we have 
fn(t) =  f£(t) mod A(t) and sg[fn (t)] =
Since 1 - f2(t) 0 mod A(t)* f^ftl — — 1 mod A(t) for
n even and fn (t) mod A(t) for n odd. Thus,
(1 - fn (t), A(t)) = A(t)/sg[ A  ] for n even and 
(1 - f^(t), A(t)) for n odd. Since the leading 
coefficient of F2n is -22nsg2n[f1(t)] A(t)/-d2, where d2 
= -sg[A]f F2n 8X1(3 t1' A(f)] are scalar equivalent.
Now the leading coefficient of J^n+l is 
-22n+1sg2n+1[f1(t)](l - fx (t), A(t)); in which case, 
and ^2n+l are sca-*-ar equivalent.

It remains to show that F^ and [1, 0, A  () ] are not 
scalar equivalent. If F^ and [1, 0, A(t)] are scalar 
equivalent then there is a k in K such that F^ =
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[k2, 0, A(t)/k2] or [A(t)/k^, 0, k2]. Since the two 
cases may be handled in similar ways, assume F^ =
[k2, 0, A(t)/k2]. Then -2sg[f1(t)] ?= k2 and (1 - fx(t), 
A(t)) - lj therefore, 1 - (t) « k2r2(t)/2 and 1 +
= 2A(t)g2(t)/k2r2(t) where r2(t) = (1 - f-^t), g2(t)).
From the two e q u a t io n s ,  we have 1 = { k r ( t ) / 2 }  +
A ( t ) { g 1 ( t ) / k r ( t ) } 2 . Therefore, jl = k r ( t ) / 2  +
0g1 ('t)/kr(t) is a unit in having norm 1. Since|yu,| > 
I7?! - 1 r(t)| > in which case, f-^t) and r(t) are

constants. Since A(t) Is not a constant, 1 - f2(t) =
0 = g-^t). Hence the only units in having norm 1 are 
±1, a contradiction to the assumption of the existance of 
a non-trivial solution of the Pell equation. This com­
pletes the proof of the theorem.

Corollary 4.21. If the Pell equation has a non-trivial 
solution then in each ambiguous class there are two pro­
perly ambiguous forms F and F' such that (13) F and F' 
are not scalar equivalent and (14) any properly ambiguous 
form in the class is scalar equivalent to F or F 1. If 
the Pell equation has only trivial solutions then all 
properly ambiguous forms in an ambiguous class are scalar 
equivalent.

PROOF: The corollary follows immediately from lemmas 4.16-
4.19 and theorem 4.20.

Corollary 4.22. If K is algebraically closed, jA(t)[ =



2n, n > 1, and A(t) is not & power of a polynomial of

positive integer n.
r ©

PROOF: Let A ^ )  = sg[A] v (t-d.) * be a prime factori-i=l 1
zation A("t) Kt't]* Since A(t) is not a power of a 
polynomial of degree 2, the forms

forms which are not scalar equivalent. Since F and F' 
are not scalar equivalent to [1, 0, A(t)], we see by 
theorem 4.20 that one of the classes {F}, (F1} is not the 
principal class. Since each of the classes is ambiguous, 
there is a class of order 2. The existence of classes 
having order 2n, n > 1, follows from the proof of corollary 
3.14.

Lemma 4.23. Let F = [a(t), 2b(t), c(t)] be an indefinite 
reduced form having determinant A(t) and K 1 be a subfield 
of K containing the coefficients of a(t), b(t), c(t) and 
D(t). If F' =? [a'(t), 2b'(t), c'(t)] is any form in the 
chain of reduced forms containing F then a'(t), b'(t), 
and c'(t) are elements of K'[t],

PROOF: The right neighbor of F is obtained by the
transformation

degree 2, then there are classes of order 2n for every

0 0 
[(t-d2) 2, 0, A(t)/(t-d2) 2] = F' are properly ambiguous
[(t-d^ 1, 0, A(t)/(t-d1) 1) = F and

where q(t) satisfies ju(t) + b(t) - q(t)c(t)J < |c(t)|.
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Clearly q(t) is unique and.q(t) is an element of K'[t], 
Therefore, the right neighbor of F has coefficients in 
K'[t]. In a similar manner, we see that the left neighbor 
of F has coefficients in K'[t]. The lemma follows by 
induction.

Lemma 4.24. The following are equivalent:
(14) the Fell equation has a solution in K[t],
(15) the Pell equation has a solution in K'[t] where K' 

is the least field containing the coefficients of 
A(t) and (sg[ A] )1//2. and

(16) the Pell equation has a solution in K[t], the 
algebraic closure of K.

PROOF: Evidently the equivalence of the first two
statements implies the equivalence of all three. By 
lemma 4.23, the coefficients of the polynomials appearing 
in the chain [1, 2D(t), A(t) + D2(t)] are elements of 
K'(t]. If we assume (14) then the chain is periodic with 
respect to K[t], hence there exists k in K such that 
[k2, 2D(t), (A(t) + B2(t))/k2] is in the chain of right 
neighbors of. [1, 2D(t), A ( t ) + D 2(t)]. It follows from 
the proof of 4.11 that the equation X2 + A(t)Y2 = k2 
has a solution f(t), g(t) in K'(t) with g(t) ^ 0. There­
fore (f2(t) - A(t)g2(t)}, 2f(t)g(t)/k2 is a non-trivial
solution of the Pell equation in K'[t],

Theorem 4.25. If the Pell equation X2 + A(t)Y2 = 1



51

has a solution in K[t], there exists k in K such that 
A(t) is reducible in K(k1//2)[t]. .

PROOF: Let 7]1 = f (t) + g(t)0 be a unit in 'K^ , K the
algebraic closure of K, such that Tj is minimal among the
units jji with JjLlj >0. Since N( 7^) is a square in we
may assume N( Tĵ ) = 1. Therefore

f(t) - D(t)g(t), -A(t)g(t) - D2(t)g(t)T -
g(t) , f(t) + D(t)g(t)

is an automorph of [1, 2D(t), A(t) + D2(t)]. By
changing signs of g(t), we may assume T to satisfy (6) of
theorem 4.6. It follows from theorem 4,7 that T = 

n
T. /I N. where

i=° r 1m __ k, 0 k “ 0, 1/k
for some k in K and is the transformation taking the 
ith right neighbor F^ of [1, 2D(t), A(t) + D2(t)] into
its right neighbor Fi+1* By lemma 4.23, TT^1 has coef­
ficients in K[t]$ hence, f(t)/k, g(t)/k, and k2 are 
elements of K[t]. Now A(t)g2(t)/k2 =
(1/k - f(t)/k)(l/k + f(t)/k). From the proof of theorem 
4.20, there is a proper divisor of At^) in ^[t] which 
divides 1/k - f(t)/k. Therefore, there is a proper 
divisor of Aft) in which divides 1/k - f(t)/k.

Example 4.26. Theorem 4.23 exhibits a class of poly­
nomials A(t),X(A) = 1* for which the Pell equation 
has only trivial solutions. For example, let K be the
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rational numbers and A(t) = + 2t + 2. By
Eisenstein's criterion, A(t) ls irreducible in K[t], We

1/2now show that A(t) is irreducible in K(r ' )[t] for every
rational number r which is not a square. If -A(t) =
f(t)g(t) is a proper factorization in K(r1//2)[t] then
f(t) , g(t) are irreducible and |f(t)| = |g(t)| = 2.
Let 0 be the K-automorphism of K(r1//2) which sends r1//2 

1/2onto - r  '  . W ithou t l o s s  of generality, we may assume 
f(t), g(t) are monic. S in ce  0(f(t))0(g(t)) = f(t)g(t), 
0(f(t)) - f(t) o r  g(t). Now f(t) is not in K[t], hence 
0(f(t)) = g(t). Let f(t) = t2 + at + b, g(t) = t2 + ct + 
d. Then d = -2/b and a(b + 2/b) = -2. Since 0(b) = -2/b, 
2b = b - 2/b + (b + 2/b)r1//2; therefore b + 2/b =
(b + 2/b)r1//2. Since b + 2/b / 0, r1//2 = 1 which contra­
dicts the assumption that r is not a square.

Theorem 4.27. Let K be algebraically closed, x - 1/t,
and = A(t)/t2n where 2n = jA ("t) | - A necessary

2and sufficient condition for the Pell equation X +
OA(t)Y = 1 to have a non-trivial solution in K[t] is for 

there to be a positive integer m > n such that the rank of

cm + l * .......... * °n+l
• •
• «

c2m-lV.........   cm+n-l
c^ = ©1 (0)^k vdl, is less than m+l-n.

PROOF: Let f(t), g(t) be a non-trivial solution of the
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Pell equation with f(t)| = m and set (x) =
f(t)/tm, g-^x) = g(t)/tm“n and A-^x) = f\{t)/t2n. It
follows that f,(x), gn(x) is a primitive representation

Pm m jof x by [1, 0, A-^x)]. Let f2(x) = X  fjX, g]_(x) =
m-n . 2m-l . i==0 ,. >
£  gjx , and A ?(x) = X  cix * ci = en (°) ̂ ^/i 1 - Sincei=0 1 * i=0 1 1 1

fl(x ) + ®l(x ) A i ( x) E E  ff (x) - g^x)Ag(x) =  0 mod x210,
fl(x) - g1( x ) A 2(x) or fi(x ) + gi(x ) A 2(x ) is divisible

2mby x . By changing signs of g-^x), we may assume f-^x) -
OmS1(X ) A 2(X ) is divisible by x . Therefore, the equations

(17) X  cvx -» = 0 for 1 = m+l> • • • > 2m-1 and j = 0,...,m-n j+k=l K J
have a non-trivial solution gQ, g^, .. . , ^ n in K. It
follows that the rank of A is less than m-n+1. Conversely,
if the rank of A is less than m-n+1 then the equations (17)
have a non-trivial solution in K. It follows that there
exist polynomials f-ĵ x), g1(x) in K[x] such that gj(x)| <
m-n, |fx(x)| < m, g^x) 4 0, and f2(x) + A x(x)g2(x) =

2m0 mod x . Since -A(t) is not a square, -A^fx) is not a
2 2squarej therefore, f^(x) + A 1(x)g1(x) / 0 and has degree
Q O Omat most 2m. Hence f^(x ) + A 1(x)g1(x) = rx for some 

r ^ 0 in K. Multiplying by t2”1, we obtain a non-trivial
prepresentation of r, hence r , hence of 1 by [1, 0, A(t)]. 

Therefore, the Pell equation has a non-trivial solution.



CHAPTER V
DETERMINANTS DIFFERING BY SQUARE FACTORS

Let p(t) be an irreducible polynomial in K[t] and Q „
P (t)Adenote the groups of classes of primitive binary

oquadratic forms with determinants p (t)A(t) and A(t) 
respectively. In this chapter, it is our purpose to 
extend the results of [5 ] in order to obtain a relation­
ship between the groups Q 0 and Q A .

p (t)A A
Lemma 5.0. A primitive form F having determinant 
2P {t)A(t) primitively represents a polynomial divisible

by P2(t).

PROOF: Let F = [a(t), 2b(t), c(t)]. If p(t) divides
a(t), p^(t) divides a(t) and X = 1, Y = 0 is a primitive

prepresentation of a polynomial (a(t)) divisible by p (t). 
If (a(t), p(t)) = 1 then (a(t), b(t), p(t)) = 1. Let X = 
-b(t)/d(t), Y = a(t)/d(t) where d(t) = (a(t), b(t)). We
have
a(t)X2 + 2b(t)XY + c(t)Y2 = a(t){-b2(,t) + a(t)c(t))/d2(t)

- a(t)p2(t)A(t)/d2(t).
Since d2(t) divides aftJAC^)* X = -b(t)/d(t) and Y = 
a(t)/d(t) is a primitive representation of a polynomial 
divisible by p2(t).

54
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By lemma 5.0, every class of Q 0 contains a form of
P (t)A

the type
(1) F = [p2(t)a(t), 2p(t)b(t), c(t)].

Since F is primitive, the form 0F = [a(t), 2b(t), c(t)] 
is primitive and has determinant A ^ ) .  Define

— >  Q A by 0([F)) = (0F) where F is a form of 
P (t)A ^

0sQ 

type (1).

Theorem 5.1. 0 is a homomorphism from 0. onto 0 *
p ( t ) &  A

PROOF: To show 0 is well-defined, let F =
[p2(t)a(t), 2p(t)b(t), c(t)] and F' =
[p2(t)af(t), 2p(t)b'(t), c'(t)] be equivalent primitive

Oforms having determinant p (t)A(t) and

T = nit]’,

be a unimodular transformation taking F onto F 1. By the 
Gauss criterion,

p2(t)a'(t)=p2(t)a(t)r2(t)+2p(t)b(t)r(t)u(t)+c(t)u2(t)
(2) p2(t)v(t)a'(t)=p2(t)a(t)r(t)+(b(t)+b'(t)}p(t)u(t) 

-p2(t)s(t)a'(t)=(b(t)-b'(t))p(t)r(t)+c(t)u(t).
Since (p(t), c(t)) = 1, p(t) divides u(t). Therefore, 

a'(t) = a(t)r2(t)+2b(t)r(t)u(t)/p(t)+c(t)u2(t)/p2(t)
(3) a’(t)v(t)=a(t)r(t)+{b(t)+b1(t))u(t)/p(t)

-a'(t)s(t)p(t)=s{b(t)-b'(t))r(t)+c(t)u(t)/p(t).
In which case,

T' = r(tj, p(t)s(t) 
u(t)/p(t), v(t)
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is a unimodular transformation taking 0F onto 0F'.

To show that 0 is a homomorphism, let and Cg he two
classes of Q 0 . B y  lemma 1.4, we can find united 

P (t)A
forms F - [p2(t)a(t), 2p(t)b(t), 2p(t)b(t), c(t)a'(t)] 
in C^ and F' = [a'(t), 2p(t)b(t), c(t)a(t)p2(t)] in C2<
We have

0(cl) = C[a(t), 2b(t), c(t)a'(t)]} and 
0(C1C2) •= {[a(t)a' (t), 2b(t), c(t)]).

Since F 1/— ’ [c(t)a(t)p2(t), -2p(t)b(t), a'(t)],
0(C2) = C[c(t)a(t), - 2b (t), a1(t)]

= {[a'(t), 2b(t), c(t)a(t)]j therefore, 
0(Cx)0(C2) = {[a(t)a' (t), 2b(t), c(t)]) = 0(0^2).

Let (F) be any class of with F = [a(t), 2b(t), c(t)].
Since F primitively represents polynomials prime to p(t),

Owe may assume (c(t), p(t)) = 1. Now [a(t)p (t),2b(t)p(t),
pc(t)] is a primitive form having determinant p (t) A(t). 

Since 0({[a(t)p2(t), 2b(t)p(t), c(t)]}) = (F), 0 is onto.

Theorem 5.2. A necessary and sufficient condition for a 
primitive class to be in the kernel of 0 is that it con­
tain one of the following forms: 

<*)
[p2(t), 2h(t)p(t), h2(t) + A(t)], where
p(t) j. h2(t) + A(t), |h(t) | < p(t)

or
(5) [l, o, P2(t) A(t)].
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PROOF: If 0({[a(t)p2(t), 2b(t)p(t), c(t)]})=
([li 0, A(t)]} then [a(t), 2b(t), c(t)]r-[l, 0, A(t)], 
therefore there are relatively prime polynomials r(t), 
s(t) such that 1 = a(t)r2(t) + 2b(t)r(t)s(t) + e(t)s2(t).
If (p(t), r(t)) = 1 then r(t), p(t)s(t) is a primitive 
representation of p2(t) by F = [a(t)p2(t), 2b(t)p(t), c(t)]. 
Hence F is equivalent to a form F' =
[p2(t)i 2h(t)p(t), h2(t) + A(t)]. By a translation, we 
can reduce h(t) modulo p(t) so that F' is one of the forms
(4). If (p(t), r(t)) ^ 1 then r(t)/p(t), s(t) is a
primitive representation of 1 by Fj in which case,

p[1, 0, p (t) A  ("01 1® the class containing F. Since 
it is apparent that any class containing one of the forms 
(4) or (5) maps on to the identity class of , the 
theorem follows.

Definition 5.3. Let ± TJ n = ±(;Tn (t) + gn (t)0) be the 
units in having norm 1 and define the symbol e to be

(6) 0 if TJ = ±1, i.e. ±1 are the only units,
(7) 00 if 6n (t) =  0 P(t) for every integer n ̂ 0,
(8) m if g^t) 0 and m is the least positive

integer among the integers n for which gn (t)^^
0 mod p (t).

Theorem 5.4.
I. If e = 0, no form in (4) is equivalent to (5).

II. If 0 < € < », there are exactly e - 1 primitive 
forms (4) equivalent to (5).
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III. If € = «>, there is a unique form in (4) equivalent 
to (5) corresponding to each solution fn (t) 
gn (t), n 0, of the Pell equation. (Accordingly, 
a denumerable infinity of the forms in (if) are 
equivalent to (5).)

PROOF: The forms F = [1, 0, p2(t) A  (t)] an(̂  =
[p2(t), 2h(t)p(t), h2(t) A  (t)] are equivalent if and only 
if there exist relatively prime polynomials r(t), g(t) 
such that

r2(t) + g2(t)p2(t) A(t) = P2 (t),
r(t) + h(t) p(t)g(t) 0 mod p2(t), and 

-h(t)p(t)r(t) + p2(t)A(t)g(t)=  0 mod p2(t).
Since p(t) must divide r(t), let r(t) = p(t)f(t). It 
follows that the above forms are equivalent if and only 
if f(t), g(t) is a solution of the Pell equation and 
f(t) + h(t)g(t)EE=0 modulo p(t). Now (f(t), g(t), p(t)) = 
1, hence g(t)™E0 modulo p(t). Conversely, any solution 
f(t), g(t) with g ( t ) ^ 0  mod p(t) gives rise to a poly­
nomial h(t), |h(t) j < jp(t) |, such that f(t) + h(t)g(t)^E 
0 mod p(t). Since f2 (t) - h2(t)g2(t)i"0^^1i^f2(t) + 
A(t)g2(t) modulo p(t), (h2(t) + A(t), p(t)) = 1; thus, 
[p2(t), 2h(t)p(t), h2(t), A ( a primitive form 
equivalent to [1, 0, p2 (t) A(t)].

I. If e = 0, the only solutions f(t), g(t) of the Pell 
equation are f(t) = ±1 and g(t) = 0. Therefore, no form 
in (4) is equivalent to (5).
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II. If 0 < e < oo, there is a primitive form (4) equivalent 
to (5) corresponding to each solution f(t), g(t) of the 
Pell equation with g(t);EE:0 mod p(t). Since the solutions 
f(t), g(t) and -f(t), -g(t) give rise to the same form in
(4), we need consider only the solutions *^(4), Sn ('t),
n / 0, given in definition 5.3. We have
fn(t)=fn_e(t)f£(t) + g„.6(t)ge(t) A ( t ) = i f n_€(t) 
modulo p(t),
gn (t) = - f n.c(t)ge(t) + gn_e(t)f£(t) =  ±gn_e(t) 
modulo p(t).

In a similar manner, we have fn (t)^= ±fn+e^^ mod p(t) 
and gn (t)EEE mod P ("t). It follows that we need
consider only the solutions *^(4), Sn (i) such that 0 < n 
< e. If
h (t) =s h (t) for 0 < m,n < e then m' ' n' '

gm.n(t)8In(t)C^(t) + A(t)}

+ A(t))
 0 modulo p (t).

Therefore, ~ ~  0 mod P(4) hence m = n. Thus, there
are exaclty € - 1 forms in (4) equivalent to (5).

III. The proof of III follows immediately from II.

Theorem 5.5. Let P = [p2(t), 2h(t)p(t), h2(t) 4- A(t)] 
be a primitive form in (4) which is not in the primcipal 
class.
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I. If € = 0, F is the only form in (4) equivalent 
to F.

II. If 0 < e < oo, there are exaclty e forms in (4) 
equivalent to F.

III. If e = oo, there is a unique form in (4) equiva­
lent to F corresponding to each solution fn (t),
gn (t) of the Pell equation.

PROOF: The forms F and F.̂  = [p2(t),2h1(t)p(t),h^(t)+ A(t)]
are equivalent if and only if there exist relatively

2 2prime polynomials r(t), s(t) such that p (t)r (t) + 
2h(t)p(t)r(t)s(t) + (h2(t) + A(t)}s2(t) = p2(t), 
p2(t)r(t) + (h(t) + h^t)}p(t)s(t) EEE 0 mod p2(t^ and 
{h(t) - h^(t)}p(t)r(t) + (h2(t) + A(t))s(t)=  0 mod P2(t). 
Since p(t) divides s(t), let s(t) = p(t)g(t) and f(t) = 
r(t) + h(t)g(t). It follows that F and F^ are equivalent
if and only if f2(t) + g2(t) &  (t) = 1 and h(t)f(t) +
A ( t )g('t) =  mod p(t). Conversely,
for any solution f(t), g(t) of the Pell equation f(t) - 
h(t)g(t) 0 mod p(t) since F is not in the principal 
class; therefore, there is a polynomial h^(t), |hi(t)| <
| P (t ) J, such that h(t)f(t) + A(t)g(t)5EE 
h1(t){f(t) - h(t)g(t)} mod p(t). The form 
[p2(t), Ph^tjpft), h2(t) + A(t)] must be primitive, for 
if A(t) EEE-h2^ ) mod p(t) then (h(t) - h1(t)}f(t)^^ 
-h1 (t){h(t) - h^t)) g(t) mod p(t). Therefore, fft 
-h^^ftjgft) mod p(t). Since f2(t) + g2(t) A(t) =
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f2(t) - h^(t)g2( t ) ~ l  mod p(t), f(t) and -h^tjg^) 
cannot be congruent mod p(t). Thus, there is a primitive 
form in (4) equivalent of F corresponding to each solution 
of the Pell equation. The remainder of the proof follows 
from the proof of theorem 5.4.
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