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New Technique for Stability Analysis for Time-Varying Systems with Delay

Frédéric Mazenc

Michael Malisoff

Abstract—We propose a new stability analysis technique for a family of time-varying systems with delay. Under simple conditions, we prove exponential stability. The key ingredients in our proof are operators with integral terms, the notion of positive systems, and linear time-varying Lyapunov functionals. We illustrate our work using a chain of integrators.
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I. INTRODUCTION

The search for analysis and control methods for time-varying systems with delay is motivated by the fact that numerous physical phenomena and applications lead to nonlinear systems with delay [1], [2], [7], [17], which then lead to time-varying systems when a trajectory must be tracked. Analyzing these systems can be difficult, because many classical techniques do not apply. Notably, the usual frequency domain approach, and the construction of Lyapunov functions through linear matrix inequality techniques, do not apply to time-varying systems with delays. Therefore, despite their importance, not many contributions are devoted to time-varying systems with delays.

Moreover, most of the existing results are concerned with control problems for systems where the delay only occurs in the input. This is the case for [18] and [19], where the design of control laws for time-varying systems with input delays is done using the reduction model approach. Prediction is an important approach for systems with input delays that makes it possible to compensate arbitrarily long input delays; see, e.g., the significant work [1], [2], [10] of Bekiaris-Liberis, Karafyllis, Krstic, and others. However, the delay compensation approach may not always apply when the delays are in the vector fields of the system, which is the case we study in this note. Also, it may not always be easy to find the types of Lyapunov functions that can be transformed into the Lyapunov-Krasovskii functionals that are usually used to prove stability properties for delay systems.

Recently, a different type of result was obtained in [14], which establishes delay independent stability results for systems of neutral type. The approach in [14] uses the notions of nonnegative and cooperative systems, and relies on linear Lyapunov functions. In the present work, we take advantage of similar tools to develop a new stability analysis technique for linear time-varying systems with a pointwise delay, which are not necessarily periodic in time. The approach to proving stability that we propose here uses three key ingredients. First, we introduce operators with integral terms that lead to the study of a system with a distributed delay, coupled with an integral equation. Next, we prove that all of the solutions of this system are components of the solutions of a nonnegative system of higher dimension. Finally, we construct a linear time-varying Lyapunov-Krasovskii functional for the higher dimensional system. The functional is nonnegative on the positive orthant. Moreover, along all trajectories contained in the positive orthant, the time derivatives of the Lyapunov functionals are negative definite, and this leads to the desired Lyapunov decay conditions along all solutions.

The Lyapunov functional construction we present here owes a great deal to the time-invariant ones in [9] for time-invariant systems with a pointwise delay; see also [5] and [8].

We use decompositions of certain functions that involve their cooperative parts, as was done, e.g., in [4], [5] and [15], in the contexts of time invariant systems or interval observers. This technique shares similarities with the internal positive representation that is presented in [6] and developed in subsequent papers (such as [3]). The two main advantages of the technique we propose here are that (a) its assumptions are relatively simple and that (b) it makes it possible to establish exponential stability for systems for which no other known techniques seem to apply. The stability results are established under an assumption on the size of the delay, but the actual value of the delay does not need to be known.

The rest of this note is organized as follows. Section II provides the required definitions. We state and prove our main result in Sections III-IV. In Section V, we provide illustrations, including an application to a key chain of integrators system. In Section VI, we summarize the value added by our work, and we suggest future research directions.

II. DEFINITIONS AND NOTATION

In what follows, the dimensions of all vectors and matrices are arbitrary positive integers. For any matrix $M \in \mathbb{R}^{p \times q}$, we let $m_{i,j}$ denote its entry in row $i$ and column $j$ for all $i$ and $j$. The $k \times n$ matrix in which each entry is 0 is also denoted by 0. The usual Euclidean norm $\|x\|_2 = \sqrt{x_1^2 + x_2^2 + \ldots + x_n^2}$ of vectors, and the induced norm of matrices of any dimensions, are denoted by $\| \cdot \|$. All inequalities must be understood componentwise, i.e., given vectors $v_a = (v_{a1}, \ldots, v_{ar})^T \in \mathbb{R}^r$ and $v_b = (v_{b1}, \ldots, v_{br})^T \in \mathbb{R}^r$, we write $v_a \leq v_b$ to mean that for all $i \in \{1, \ldots, r\}$, we have $v_{ai} \leq v_{bi}$. A square matrix is said to be cooperative or Metzler provided all of its off-diagonal entries are nonnegative. A matrix $M \in \mathbb{R}^{s \times s}$ is said to be nonnegative (resp., positive) provided every entry
\( m_{i,j} \) of \( M \) satisfies \( m_{i,j} \geq 0 \) (resp., \( > 0 \)). For simplicity, we always take the initial times for the trajectories of our systems to be \( t_0 = 0 \).

For any matrix \( M = [m_{i,j}] \), let \( M^+ \) be the matrix whose position \((i,j)\) entry is \( \max(0,m_{i,j}) \) for all \( i \) and \( j \). \( M^- = M^+ - M, \bar{M} \) be the matrix whose diagonal entries are \( m_{i,i} \) and whose off-diagonal entries are \( \max(0,m_{i,j}) \), and \( M = \bar{M} - \bar{M} \). Let \( M^* = M^+ + M^- \), so \( M^* \) is obtained by taking the absolute values of all entries of \( M \), and \( M^* = \bar{M} + \bar{M} \). Let \( C^1 \) denote the set of all continuously differentiable functions, whose domains and ranges will be clear from the context. Given any constant \( \tau > 0 \), we let \( C([-\tau,0],\mathbb{R}^n) \) denote the set of all continuous \( \mathbb{R}^n \)-valued functions defined on a given interval \([-\tau,0]\). We often abbreviate this set as \( C_{in} \), and we call it the set of all \emph{initial functions}. A system is \emph{positive} for a class of initial functions \( C_0 \) provided for each positive valued initial function in \( C_0 \), the unique solution stays positive for all \( t \geq 0 \). For any continuous function \( \varphi : [-\tau,\infty) \to \mathbb{R}^n \) and all \( t \geq 0 \), we define \( \varphi_t \) by \( \varphi_t(m) = \varphi(t + m) \) for all \( m \in [-\tau,0] \), i.e., the translation operator.

### III. STATEMENT OF RESULT AND DISCUSSION

We first provide a stability analysis for linear time-varying systems of the form

\[
\dot{x}(t) = A(t)x(t) + A_2(t)x(t - \tau) \tag{1}
\]

where \( x \) is valued in \( \mathbb{R}^n \) for any dimension \( n \), \( \tau > 0 \) is the constant delay, the initial functions are in \( C_{in} \), and \( A_1 : [0,\infty) \to \mathbb{R}^{n \times n} \) and \( A_2 : [0,\infty) \to \mathbb{R}^{n \times n} \) are continuous functions (but see Section V for an example satisfying our assumptions where \( X = A_1(t)X \) is not asymptotically stable). The important case of time-varying linear systems with linear feedbacks, with input and backstepping). This includes the important case of time-varying linear systems with linear feedbacks with input delays, and linearizations of nonlinear systems whose linearizations have such a form.

To simplify the statements of our results, we define

\[
B_1(t) = A_1(t) + A_2(t + \tau), \quad B_2(t) = -A_2(t + \tau), \tag{2}
\]

and

\[
B_3(t, m) = B_1(t)B_2(m) \tag{3}
\]

and we introduce two assumptions:

\textbf{Assumption 1:} The matrix \( A_1 \) is bounded, and there are constants \( c_{j} > 0 \) and a \( C^1 \) function \( p : [0,\infty) \to \mathbb{R}^n \) such that

\[
\dot{p}(t)^T + p(t)^T (\dot{B}_1(t) + B_1(t)) \leq -c_1 p(t)^T, \tag{4}
\]

\[
\dot{c}_2(1 \ldots 1)^T \leq p(t) \leq \dot{c}_3(1 \ldots 1)^T, \tag{5}
\]

\[
\dot{p}(t)^T B_2(t) \leq c_4 \dot{p}(t)^T, \quad \text{and} \quad \dot{p}(t)^T B_3(t, m) \leq c_6 \dot{p}(t)^T \]

for all \( t \geq 0 \) and \( m \geq 0 \).

Setting \( c_5 = c_3 c_4 / c_2 \), we also assume:

\textbf{Assumption 2:} The delay \( \tau \) satisfies

\[
\left( \frac{c_5}{c_1} + c_6 \right) \tau < 1, \tag{6}
\]

where the \( c_i \)'s are from Assumption 1.

We can then prove:

\textbf{Theorem 1:} If (1) satisfies Assumptions 1-2, then (1) is uniformly globally exponentially stable to 0 for all initial functions. \hfill \Box

\textbf{Remark 1:} The matrices \( M^+, M^-, M \) and \( M^* \) are nonnegative, for all choices of \( M \). However, \( \bar{M} \) and \( M^* \) are not necessarily nonnegative, because their diagonal entries are the same as the corresponding diagonal entries of \( M \). \hfill \Box

\textbf{Remark 2:} By replacing \( B_2^* \) by zero matrices in Step 3 of our proof of Theorem 1, we deduce that the system \( \dot{X} = B_1(t)X \) is exponentially stable. \hfill \Box

\textbf{Remark 3:} For special cases where \( B_1^* \) is constant and Hurwitz, there is a vector \( p_0 > 0 \) such that (4) holds with \( p(t) = p_0 \) for all \( t \geq 0 \) [9]. We can sometimes use a time-varying change of coordinates to transform \( \dot{X} = B_1(t)X \) into an autonomous system [11]. This may facilitate constructing a function \( p \) that satisfies Assumption 1. \hfill \Box

\textbf{Remark 4:} Assumption 2 restricts the size of \( \tau \), but it does not require that \( \tau \) be known. Instead, only an upper bound for \( \tau \) is required. Assumptions 1-2 also ensure that \( A_1 \) and \( A_2 \) are bounded. One cannot expect a stability result without assuming that \( \tau \) is sufficiently small, because Assumptions 1-2 do not imply that the system \( \dot{X} = X \) is asymptotically stable. See Section V for an example satisfying our assumptions where \( \dot{X} = X \) is not asymptotically stable. The key difference between [14] and Theorem 1 is that the potential stabilizing effect of the delayed term \( A_2(t)x(t - \tau) \) is not taken into account in [14], but it is in Theorem 1, as we illustrate in Section V. \hfill \Box

\textbf{Remark 5:} Consider the special case where the system \( \dot{X}(t) = B_1(t)X(t) \) admits a strict quadratic Lyapunov function and \( \tau \) is sufficiently small. In such cases, we can use a classical construction of a strict quadratic Lyapunov function to prove that (9) is globally exponentially stable. These types of Lyapunov functionals can be deduced from [16]. However, finding a quadratic strict Lyapunov function for the system \( \dot{X}(t) = B_1(t)X(t) \) may be difficult since \( B_1(t) \) is time-varying and not necessarily periodic, and may be zero for some \( t \). The proof of Theorem 1 uses linear Lyapunov functionals whose expression is explicit when the function \( p \) in Assumption 1 is explicitly known. \hfill \Box

### IV. PROOF OF THEOREM 1

\textbf{Step 1: Obtaining an Equivalent System}

Since (1) is linear, all of its trajectories are defined over \([-\tau,\infty)\). We introduce the time-varying operator

\[
\xi(t) = x(t) + \int_{t-\tau}^{t} A_2(m + \tau)x(m)dm. \tag{7}
\]

Its time derivative along all trajectories of (1) satisfies

\[
\dot{\xi}(t) = [A_1(t) + A_2(t + \tau)]x(t) = B_1(t) \left[ \dot{\xi}(t) + \int_{t-\tau}^{t} B_2(m)x(m)dm \right] \tag{8}
\]

for all \( t \geq 0 \). We deduce that

\[
\begin{cases}
\xi(t) = B_1(t)\xi(t) + \int_{t-\tau}^{t} B_3(t, m)x(m)dm \\
x(t) = \xi(t) + \int_{t-\tau}^{t} B_2(m)x(m)dm.
\end{cases} \tag{9}
\]
It follows that all of the solutions of (1) converge to the origin if all the solutions of (9) with initial conditions in \((\phi_C, \phi_x) \in C_\infty\) satisfying the matching condition
\[
\phi_x(0) = \phi_t(0) + \int_{0^-}^0 B_2(m) \phi_x(m) dm
\] (10)
are defined over \([0, +\infty)\) and converge exponentially to 0.

In fact, one can prove that all the solutions of (9) with initial conditions \((\phi_C, \phi_x) \in C_\infty\) satisfying the matching condition (10) are continuous, uniquely defined, and defined over \([-\infty, +\infty)\) by noticing that they satisfy
\[
\begin{align*}
\dot{\xi}(t) &= B_1(t) \xi(t) + \int_{-\tau}^0 B_2(t, m) x(m) dm \\
\dot{x}(t) &= B_1(t) \xi(t) + \int_{-\tau}^0 B_3(t, m) x(m) dm + B_2(t) x(t) - B_2(t - \tau) x(t - \tau)
\end{align*}
\] (11)
for all \(t \geq 0\), which is a classical system with distributed and pointwise delay for which the solutions are unique and defined over \([-\infty, +\infty)\). The time-varying system (11) is an interconnection with a distributed delay. To analyze the stability of (11), we write \(B_1(t) = \overline{B}_1(t) - B_2(t), B_2(t) = B_2^+(m) - B_2^-(m)\), and \(B_3(t, m) = B_3^+(t, m) - B_3^-(t, m)\), and observe that (9) is equivalent to
\[
\begin{align*}
\dot{\xi}(t) &= \overline{B}_1(t) \xi(t) - B_2(t) \xi(t) + \int_{-\tau}^0 B_3^+(t, m) x(m) dm + \int_{-\tau}^0 B_3^-(t, m) Z(m) dm \\
x(t) &= \xi(t) + \int_{-\tau}^t B_2^+(m) x(m) dm - \int_{-\tau}^t B_2^-(m) Z(m) dm \\
\dot{\Psi}(t) &= \overline{B}_1(t) \Psi(t) + B_2(t) \xi(t) + \int_{-\tau}^0 B_3^+(t, m) Z(m) dm + \int_{-\tau}^0 B_3^-(t, m) x(m) dm \\
Z(t) &= \Psi(t) + \int_{-\tau}^0 B_2^+(m) Z(m) dm + \int_{-\tau}^0 B_2^-(m) x(m) dm
\end{align*}
\] (12)
In the next step, we analyze (12) by embedding its trajectories into those of a higher dimensional system.

**Step 2: Analyzing the Equivalent System (12)**

To analyze the stability properties of (12), we introduce the variables \(Z(t) = -x(t)\) and \(\Psi(t) = -\xi(t)\). We deduce from (12) that for all \(t \geq 0\), the equalities
\[
\begin{align*}
\dot{\xi}(t) &= \overline{B}_1(t) \xi(t) + B_2(t) \xi(t) + \int_{-\tau}^0 B_3^+(t, m) x(m) dm + \int_{-\tau}^0 B_3^-(t, m) Z(m) dm \\
x(t) &= \xi(t) + \int_{-\tau}^t B_2^+(m) x(m) dm - \int_{-\tau}^t B_2^-(m) Z(m) dm \\
\dot{\Psi}(t) &= \overline{B}_1(t) \Psi(t) + B_2(t) \xi(t) + \int_{-\tau}^0 B_3^+(t, m) Z(m) dm + \int_{-\tau}^0 B_3^-(t, m) x(m) dm \\
Z(t) &= \Psi(t) + \int_{-\tau}^0 B_2^+(m) Z(m) dm + \int_{-\tau}^0 B_2^-(m) x(m) dm
\end{align*}
\] (13)
are satisfied. Thus, \((\xi, x, -\xi, -x)\) is a solution of (13), if \((\xi, x)\) is a solution of (12). It follows that if all the solutions of (13) satisfying the matching condition
\[
\begin{align*}
x(0) &= \xi(0) + \int_{-\tau}^0 B_3^+(m) x(m) dm + \int_{-\tau}^0 B_3^-(m) Z(m) dm \\
Z(0) &= \Psi(0) + \int_{-\tau}^0 B_2^+(m) Z(m) dm + \int_{-\tau}^0 B_2^-(m) x(m) dm
\end{align*}
\] (14)
are continuous on \([-\tau, +\infty)\) and converge exponentially to 0, then all the solutions of (9) converge exponentially to 0.

Arguing as we did when we studied the existence of the solutions of (9), one can prove that all solutions of (13) satisfying (14) are continuous and defined over \([-\infty, +\infty)\). Next, we analyze the stability properties of (13). We prove in the appendix that (13) is positive for the class \(C_0\) of all initial functions satisfying the matching condition (14). Moreover, it is linear. Hence, it is globally exponentially stable if it is globally exponentially stable on only the positive orthant. To see why, let \(X\) be any solution of (13) with any initial condition \(\phi_X = (\phi_C, \phi_t, \phi_x, \phi_Z)\) satisfying (14). Then we can find a positive valued solution \(X_a\) of (13) satisfying the matching condition, and a negative valued solution \(X_b\) of (13) satisfying the matching condition, such that the corresponding initial functions \(\phi_{X_a}\) and \(\phi_{X_b}\) satisfy
\[
\phi_{X_a}(t) < \phi_{X_b}(t) < \phi_{X_b}(t)
\] (15)
for all \(t \in [-\infty, 0]\).

To see why such \(X_a\) and \(X_b\) exist, it suffices to find a negative valued function \(\phi_{X_b} : [-\tau, 0] \to \mathbb{R}^n\) and a positive valued function \(\phi_{X_a} : [-\tau, 0] \to \mathbb{R}^n\) satisfying (15), and both satisfying the matching conditions, since then the positivity of \(X_a\) and the negativity of \(X_b\) follow from our proof of the positivity of (13) in the appendix. To find \(\phi_{X_a}\) and \(\phi_{X_b}\) satisfying these requirements, let \(L_{i,j}\) be the corresponding entries of \(B_2\), so \(B_2^i(m) = [L_{i,j}(m)]\) for all \(m\). Since \(B_2^i\) is bounded, we can find a constant \(H > 0\) such that
\[
\max_{1 \leq i \leq n} \int_{-\tau}^0 \sum_{j=1}^n L_{i,j}(m) e^{H m} dm \leq 0.5
\] (16)

Let \(\delta_1\) be the integral in (16), so \(\delta_1 \in [0, 1]\) for all \(i \in \{1, 2, \ldots, n\}\). Set \(E_i(t) = (e^{H_1}, e^{H_2}, \ldots, e^{H_n})^T \in \mathbb{R}^n\) and \(\Delta_\tau = (1 - \delta_1, 1 - \delta_2, \ldots, 1 - \delta_n)^T \in \mathbb{R}^n\). Then the positive valued function \(\phi_{d,i}(t) = (\Delta_\tau, E_i(t), \Delta_\tau, E_i(t))^T\) satisfies (14). Set \(\delta = \max \delta_i \delta_1^i \phi = \min (1 - \delta, -e^{-H \tau})\), and \(\phi = 1 + \max \{|\phi_{X,b}(t)| : t \in [-\tau, 0]\}\). Then \(\phi_{X,b}(t) = (\delta/\phi)(t)\phi_{d,i}(t)\) is positive valued and \(\phi_{X,a}(t) = (\delta/\phi)(t)\phi_{d,i}(t)\) is negative valued, and these choices satisfy (15).

Next, assume that (13) satisfies the required exponential stability property on the positive orthant. Then, since positivity of the system gives positivity of \(X_a(t) - X(t)\) and \(X(t) - X_b(t)\) for all \(t \geq 0\), we get \(\lim_{t \to +\infty}(X_a(t) - X(t)) = \lim_{t \to +\infty}(X(t) - X_b(t)) = 0\), so \(\lim_{t \to +\infty}(X_a(t) - X_b(t)) = 0\), where the limits are exponential convergence. Since positivity of (13) gives \(X_a(t) \leq X(t) \leq X_b(t)\) for all \(t \geq 0\), it follows that \(X = (X_a + X_b)/2\) is positive valued solutions of (13) with initial conditions satisfying (14).

**Step 3: Exponential Stability of Positive Solutions of (13)**

Set \(c(t) = x(t) + Z(t)\) and \(\gamma(t) = \xi(t) + \Psi(t)\). Then (13) and the decompositions \(B_i^+ = B_i^+ + B_i^-\) for \(i = 2, 3\) and \(B_1^+ = B_1^+ + B_1^-\) give
\[
\begin{align*}
\dot{\gamma}(t) &= B_1^+(\gamma(t)) + \int_{-\tau}^t B_2^+(m) c(m) dm \\
c(t) &= \gamma(t) + \int_{-\tau}^t B_2^+(m) c(m) dm
\end{align*}
\] (17)
We use the linear function \( V_1 : \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R} \) defined by
\[
V_1(t, \gamma) = p(t)^\top \gamma , \tag{18}
\]
where \( p \) is from Assumption 1. Its time derivative along all trajectories of (17) satisfies
\[
\dot{V}_1(t) = p(t)^\top B_1^1(t) \gamma(t) + \dot{p}(t)^\top \gamma(t) + \dot{p}(t)^\top \int_{t-\tau}^t B_3^2(m)c(m)dm \]
\[
= [\dot{p}(t)^\top + p(t)^\top B_1^2(t)] \gamma(t) + \int_{t-\tau}^t \dot{p}(t)^\top B_3^2(m)c(m)dm \tag{19}
\]
for all \( t \geq 0 \), where \( \dot{V}_1(t) = \frac{d}{dt} V_1(t, \gamma(t)) \). Using Assumptions 1 and 2 and setting \( v(t) = V_1(t, \gamma(t)) \), it follows that
\[
\dot{v}(t) \leq -c_1 v(t) + c_2 \int_{t-\tau}^t p(t)^\top c(m)dm \tag{20}
\]
for all \( t \geq 0 \), where we combined (17) and (19) and used the positivity of the solution.

**Claim 1:** There are constants \( g \in (\tau, 1/c_5) \) and \( h > 0 \) such that
\[
hg - c_1 < 0 \quad \text{and} \quad c_6 + h(gc_5 - 1) < 0 \tag{21}
\]
hold, where \( c_5 \) and \( c_6 \) are from Assumption 2.

**Proof of Claim 1.** From (6) in Assumption 2, we get \( \tau < 1/c_5 \), and we can find a constant \( g \in (\tau, 1/c_5) \) such that \( 1 > (c_6/c_1 + c_5)g \). On the other hand, we can rewrite our goal (21) as
\[
\frac{c_6}{1 - g c_5} < h < \frac{c_1}{g} \tag{22}
\]
There exists \( h > 0 \) such that the previous inequalities are satisfied if and only if there is \( g \in (\tau, 1/c_5) \) such that \( (1 - g c_5)/c_6 > g/c_1 \). This inequality is equivalent to \( 1 > (c_6/c_1 + c_5)g \), which proves the claim.

We use \( g \) from Claim 1 to define \( V_2 \) by
\[
V_2(t, c_1) = \int_{t-\tau}^{t} (g - t + \ell) p(t)^\top c(\ell)d\ell . \tag{23}
\]
By the second inequality in (20), the time derivative of \( V_2(t, c_1) \) along all positive solutions of (17) satisfies
\[
\dot{V}_2(t) = -\int_{t-\tau}^{t} p(t)^\top c(t)d\ell + gp(t)^\top c(t) \]
\[
- (g - \tau)p(t-\tau)^\top c(t-\tau) \leq -\int_{t-\tau}^{t} p(t)^\top c(t)d\ell + gp(t)^\top c(t) \tag{24}
\]
\[
+ g c_5 \int_{t-\tau}^{t} p(t)^\top c(\ell)d\ell + g v(t) \]
\[
= (gc_5 - 1) \int_{t-\tau}^{t} p(t)^\top c(\ell)d\ell + g v(t) \]
for all \( t \geq 0 \), since the fact that \( g \geq \tau \) allows us to drop the term \( (g - \tau)p(t-\tau)^\top c(t-\tau) \). Along all positive valued solutions of (13),
\[
V_2(t, c_1) \geq (g - \tau) \int_{t-\tau}^{t} p(t)^\top c(\ell)d\ell \geq (g - \tau) c_2 \int_{t-\tau}^{t} \sum_{i=1}^{n} c_i(\ell)d\ell \tag{25}
\]
for all \( t \geq 0 \), by our lower bound on \( p(\ell) \) from (5).

We define \( V_3 \) by
\[
V_3(t, \gamma(t), c_1) = V_1(t, \gamma(t)) + h V_2(t, c_1) , \tag{26}
\]
where \( h > 0 \) is from Claim 1 and \( V_1 \) is from (18). Along positive valued solutions of (17), we use (20) and (24) to get
\[
\dot{V}_3(t) \leq -c_1 v(t) + c_6 \int_{t-\tau}^{t} p^\top c(\ell)d\ell + h g v(t) \leq (hg - c_1) v(t) + (c_6 + h(gc_5 - 1)) \int_{t-\tau}^{t} p^\top c(\ell)d\ell \tag{27}
\]
for all \( t \geq 0 \). Then, since \( V_2(t, c_1) \leq g \int_{t-\tau}^{t} p^\top c(\ell)d\ell \) for all \( t \), we can use (21) to find a constant \( \zeta_7 > 0 \) such that \( V_3(t) \leq -\zeta_7 V_3(t, \gamma(t), c_1) \) for all \( t \geq 0 \), namely, \( \zeta_7 = \min\{1 - hg, (h(1 - gc_5) - c_6)/(gh)\} \). Therefore, for all \( t_1 \geq t_2 \geq 0 \), we can integrate the preceding inequality to get
\[
V_1(t_1, \gamma(t_1)) + h V_2(t_1, c_1) \leq e^{-\zeta_7(t_1 - t_2)} [V_1(t_2, \gamma(t_2)) + h V_2(t_2, c_2)] , \tag{28}
\]
by our formula (26) for \( V_3 \). Since (25) holds for all \( t \geq 0 \) along all positive trajectories of (13), Assumption 1 gives
\[
c_2 \sum_{i=1}^{n} c_i(t_1) + h(g - \tau)c_2 \sum_{i=1}^{n} c_i(\ell)d\ell \leq e^{-\zeta_7(t_1 - t_2)} [V_1(t_2, \gamma(t_2)) + h V_2(t_2, c_2)] . \tag{29}
\]
Since \( B_2^2(m) \) is bounded in norm, it follows from the previous inequality that
\[
\gamma(\ell) \to 0 \quad \text{and} \quad \int_{t-\tau}^{t} B_2^2(m)c(\ell)d\ell \to 0 \tag{30}
\]
exponentially. From (17), we deduce that \( c(t) \) converges exponentially to zero. Since \( (\xi(t), x(t), \Psi(t), Z(t)) > 0 \) for all \( t \geq 0 \), and since \( c(t) = x(t) + Z(t) \) and \( \gamma(t) = \xi(t) + \Psi(t) \) hold, it follows that \( \xi(t), x(t), \Psi(t), \) and \( Z(t) \) all converge exponentially to zero. Therefore, all of the positive valued solutions of (13) converge exponentially to zero. Hence, our argument at the end of Step 2 implies that (13) is globally exponentially stable. It follows that (9) is globally exponentially stable as well. This proves our theorem.

**V. Illustrations**

**A. System with a stabilizing term without delay**

We first consider the one-dimensional system
\[
\dot{x}(t) = l_1 \cos^2(t) x(t) + l_2 \sin(t) x(t - \tau) , \tag{31}
\]
where \( \tau \geq 0, l_1 \in \mathbb{R}, \) and \( l_2 \in \mathbb{R} \) are constants. We use Theorem 1 to find conditions on \( \tau, l_1 \) and \( l_2 \) that ensure that (31) is exponentially stable. Using the above notation, we have \( B_1(t) = l_1 \cos^2(t) + l_2 \sin(t + \tau), B_2(t) = -l_2 \sin(t + \tau), B_1(t) = B_1(t), B_3(t) = -l_2 \sin(m + \tau)(l_1 \cos^2(t) + l_2 \sin(t + \tau)). \)

Let us determine conditions ensuring that there are a positive function \( p : \mathbb{R} \rightarrow \mathbb{R} \) of class \( C^1 \) and a constant \( c_1 > 0 \) such that
\[
\dot{p}(t) + p(t)B_1(t) = -c_1 p(t) \tag{32}
\]
for all \( t \geq 0 \). Equality (32) is equivalent to
\[
\dot{p}(t) = -[c_1 + l_1 \cos^2(t) + l_2 \sin(t + \tau)]p(t) , \tag{33}
\]
Assuming that $l_1 < 0$ and choosing $c_1 = -\frac{l_1}{2}$, we obtain
\[ \dot{p}(t) = \left[ -\frac{l_1}{2} \cos(2t) - l_2 \sin(t + \tau) \right] p(t). \] (34)
Thus, we can choose the positive function
\[ p(t) = e^{-\frac{l_1}{2} t} \sin(2t) + l_2 \sin(t + \tau). \] (35)
Therefore, Assumptions 1-2 hold with $c_2 = \exp(-|l_1|/4 - |l_2|)$, $c_3 = 1/c_2$, $c_5 = |l_2| \exp(|l_1|/2 + 2|l_2|)$, $c_6 = (|l_1| + |l_2|)|l_2|$, and all $\tau > 0$ such that $(c_6/c_1 + c_5) \tau < 1$, i.e.,
\[ |l_2| \left( \frac{2}{c_1}(|l_1| + |l_2|) + e^{0.5|l_1| + |l_2|} \right) \tau < 1. \] (36)
By Theorem 1, we conclude that the system (31) is globally exponentially stable, provided $l_1 < 0$ and (36) hold.

**B. System with a stabilizing term with delay**

We next illustrate Theorem 1 using a chain of integrators example, which will also show how we can use our theorem in conjunction with backstepping and linearization. We consider the system
\[ \begin{align*}
\dot{\xi}_1(t) &= v_1(t - \tau) \\
\dot{\xi}_2(t) &= v_2(t - \tau) \\
\dot{\xi}_3(t) &= \xi_2(t)v_1(t),
\end{align*} \] (37)
where we assume that the constant delay $\tau$ satisfies
\[ \tau \in \left(0, \frac{1}{3+2\sqrt{2}} \right]. \] (38)
In [11, Section 6.2], we solved a tracking problem for (37) for the reference trajectory $(-\cos(t), 0, 0)^	op$ for the case where $\tau = 0$, by building a strict Lyapunov function for the tracking dynamics. However, there is no clear analog of this earlier construction under our condition (38) on the delay. Here we solve the problem of locally asymptotically tracking the trajectory $(\sin(t), 0, 0)^	op$ under the delay bound (38). To this end, we set $\gamma_1(t) = \xi_1(t) - \sin(t)$. Then we obtain
\[ \begin{align*}
\dot{\xi}_3(t) &= \xi_2(t)v_1(t) \\
\dot{\xi}_2(t) &= v_2(t - \tau) - \cos(t). \\
\dot{\gamma}_1(t) &= (\gamma_1(t) - \xi_1(t)).
\end{align*} \] (39)
We set $v_1(t) = \cos(t + \tau) - \gamma_1(t)$ to obtain
\[ \begin{align*}
\dot{\xi}_3(t) &= \xi_2(t)[\cos(t + \tau) - \gamma_1(t)] \\
\dot{\xi}_2(t) &= v_2(t - \tau) \\
\dot{\gamma}_1(t) &= -\gamma_1(t) - \tau.
\end{align*} \] (40)
Then (38) and standard arguments imply that $\dot{\gamma}_1(t) = -\gamma_1(t) - \tau$ is globally exponentially stable to 0 (GES), by using the Lyapunov-Krasovskii functional $V(\gamma_1) = 0.5\gamma_1^2(t) + b \int_{t-2\tau}^{t} \gamma_2^2(r) dr$ for any constant $b \in (2/3, 3/4)$.
Next, note that the linear approximation of (40) at 0 is
\[ \begin{align*}
\dot{\xi}_3(t) &= \xi_2(t)\cos(t + \tau) \\
\dot{\xi}_2(t) &= v_2(t - \tau) \\
\dot{\gamma}_1(t) &= -\gamma_1(t - \tau).
\end{align*} \] (41)
The origin of (41) is GES provided the origin of
\[ \begin{align*}
\dot{\xi}_3(t) &= \cos(t + \tau)\xi_2(t) \\
\dot{\xi}_2(t) &= v_2(t - \tau)
\end{align*} \] (42) is GES. To show the GES property for (42), we apply a backstepping approach. The time-varying change of variables
\[ \gamma_2(t) = \xi_2(t) + \cos(t + \tau)\xi_3(t - \tau) \] (43) transforms (42) into
\[ \begin{align*}
\dot{\xi}_3(t) &= -\cos^2(t + \tau)\xi_3(t - \tau) + \cos(t + \tau)\gamma_2(t) \\
\dot{\gamma}_2(t) &= v_2(t - \tau) - \sin(t + \tau)\xi_3(t - \tau) + \cos(t + \tau)\xi_2(t - 2\tau) + \cos(t)\gamma_2(t - 2\tau).
\end{align*} \] (44)
Choosing
\[ \begin{align*}
v_2(t - \tau) &= \sin(t + \tau)\xi_3(t - \tau) - \gamma_2(t - \tau) - \cos(t + \tau)[\cos^2(t)\xi_3(t - 2\tau) + \cos(t)\gamma_2(t - 2\tau)]
\end{align*} \] (45)
gives the triangular system
\[ \begin{align*}
\dot{x}_1(t) &= -\cos^2(t + \tau)x_1(t - \tau) + \cos(t + \tau)x_2(t) \\
\dot{x}_2(t) &= -x_2(t - \tau),
\end{align*} \] (46)
where $x_1 = \xi_3$ and $x_2 = \gamma_2$. Then Theorem 1 can be used to study the stability properties of the system (46). With the notation of the previous section, we have
\[ \begin{align*}
B_1(t) &= \begin{bmatrix} -\cos^2(t + 2\tau) & \cos(t + \tau) \\ 0 & -1 \end{bmatrix} \\
B_2(t) &= \begin{bmatrix} -\cos^2(t + 2\tau) & |\cos(t + \tau)| \\ 0 & -1 \end{bmatrix}. \end{align*} \] (47)
Let us consider the function $p : \mathbb{R} \to \mathbb{R}^2$ defined by
\[ p(t) = \begin{bmatrix} e^{\frac{1}{2}(\gamma \sin(2t + 4\tau))} q \end{bmatrix} \] (48)
where $q = 2e^{1/4}$. Then
\[ \dot{p}(t) = \begin{bmatrix} \frac{1}{2} \cos(2t + 4\tau)e^{\frac{1}{2}(\gamma \sin(2t + 4\tau))} 0 \end{bmatrix}. \] (49)
We deduce that
\[ \begin{align*}
\dot{p}(t)^	op + p(t)^	op B_2(t) &= \begin{bmatrix} \left( \frac{1}{2} \cos(2t + 4\tau) - \cos^2(t + 2\tau) \right) e^{\frac{1}{2}(\gamma \sin(2t + 4\tau))} \\
|\cos(t + \tau)|e^{\frac{1}{2}(\gamma \sin(2t + 4\tau))} - q \end{bmatrix} \\
&= -\begin{bmatrix} \frac{1}{2} e^{\frac{1}{4}(\gamma \sin(2t + 4\tau))} \\
2e^{\frac{1}{4}} - |\cos(t + \tau)|e^{\frac{1}{4}(\gamma \sin(2t + 4\tau))} \end{bmatrix} \\
&\leq -\begin{bmatrix} \frac{1}{2} e^{\frac{1}{4}(\gamma \sin(2t + 4\tau))} \\
e^{\frac{1}{4}} \end{bmatrix} \\
&= -\frac{1}{2} p(t)^	op.
\end{align*} \] Hence, Assumptions 1-2 hold with $c_1 = 0.5$, $c_2 = e^{-1/4}$, $c_3 = 2e^{1/4}$, $c_5 = 2\sqrt{c}$, and $c_6 = 3/2$, so Theorem 1 applies when (38) is satisfied. This allows us to conclude.

**Remark 6:** We are not aware of any other method to prove that the system (46) is globally exponentially stable when the bound (38) is satisfied. Since the preceding analysis uses a linearization, it only ensures local stability of the original
system (37). However, we conjecture that the control laws we provide (or similar ones) actually globally asymptotically stabilize the reference trajectory. Establishing this result requires the study of the nonlinear system (40) and therefore it is beyond the scope of this note.

VI. CONCLUSIONS

Stabilization of time-varying linear systems with delays is challenging and beyond the scope of the standard frequency domain and linear matrix inequality methods. While there is a large literature on stabilizing such systems under delays, the existing results are largely limited to systems with input delays, and they often require constructing complicated Lyapunov-Krasovskii functionals that may not always be easy to obtain [20]. Here we used a very different approach, based on expressing the original system as an interconnection of (a) an integral equation and (b) a nonlinear differential equation with a distributed delay. Another novel feature of our analysis is our viewing the system trajectories as being components of trajectories of a higher order system, and then using a positive system argument to reduce the stabilization problem to an analysis of positive valued solutions of the higher order system. This improved on the analogous results from the first author’s work [14] for neutral systems, which did not take the potentially stabilizing effect of the delayed term into account. The positivity properties of the systems made it possible to use simple linear Lyapunov-Krasovskii functionals. We illustrated our work in a chain of integrators, which showed how our analysis gave a larger upper bound for the admissible delays than existing results. We plan to generalize our theorem to systems that are nonlinear in the state. We also hope to merge our results with the second author’s works [12], [13] on robustness under perturbations and state constraints.

APPENDIX: POSITIVENESS OF THE SYSTEM (13)

Let \((\phi_1, \phi_2, \phi_3, \phi_4) \in C_{in}\) be a positive initial condition satisfying the matching condition (14). Let us prove that the solution of (13) with \((\phi_1, \phi_2, \phi_3, \phi_4) \in C_{in}\), as the initial function is positive for all \(t \in (-\tau, +\infty)\). Throughout the sequel, we let \(B_{1,i,j}\) denote the \((i, j)\) entry of \(B_1\) for all \(i\) and \(j\). First, recall that the solution is continuous over \([-\tau, +\infty)\). Next, we prove this result by contradiction.

Case 1: Assume that there is \(t_c > 0\) and \(i \in \{1, \ldots, n\}\) such that \((\xi(t), x(t), \Psi(t), Z(t)) > 0\) for all \(t \in [-\tau, t_c]\) and \(\xi(t_c) = 0\). Since \(B_{1}(t)\) is Metzler and \(B_{1}(t), B_{1}^{+}(t, \mathbf{m})\) and \(B_{1}^{-}(t, \mathbf{m})\) are nonnegative for all \(t \geq 0\) and all \(\mathbf{m} \geq 0\), it follows from the structure of the \(\xi\) subdynamics of (13) that for all \(t \in [0, t_c]\), we have \(\xi(t) \geq B_{1,i,i}(t)\xi(t)\). By integrating this inequality, we deduce that

\[
\xi(t_c) \geq e^{\int_{0}^{t_c} B_{1,i,i}(t)\text{d}t} \xi(0) > 0.
\] (A.1)

This yields a contradiction.

Case 2: Assume that there is \(t_c > 0\) and \(i \in \{1, \ldots, n\}\) such that \((\xi(t), x(t), \Psi(t), Z(t)) > 0\) for all \(t \in [-\tau, t_c]\) and \(x_i(t_c) = 0\). Since \(B_{1}^{+}(\mathbf{m})\) and \(B_{1}^{-}(\mathbf{m})\) are nonnegative, it follows from the structure of the \(x\) subdynamics of (13) that \(x_i(t_c) \geq \xi_i(t_c) \geq 0\). Consequently, \(\xi_i(t_c) = 0\). From the first case, we are again led to a contradiction.

Case 3: Assume that there is \(t_c > 0\) and \(i \in \{1, \ldots, n\}\) such that \((\xi(t), x(t), \Psi(t), Z(t)) > 0\) for all \(t \in [-\tau, t_c]\) and \(\Psi_i(t_c) = 0\). Arguing as in the first case, we can conclude.

Case 4: Assume that there is \(t_c > 0\) and \(i \in \{1, \ldots, n\}\) such that \((\xi(t), x(t), \Psi(t), Z(t)) > 0\) for all \(t \in [-\tau, t_c]\) and \(Z_i(t_c) = 0\). Arguing as in the second case, we can conclude from Case 3. This concludes the proof.
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