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Continuous-Discrete Sequential Observers under Sampling and Input Delays

Frederic Mazenc

Abstract—We provide continuous-discrete sequential observers for linear systems with input delays, sampling in the controls and in the outputs, and uncertainties. We also include uncertainties and delays in the output. Our observer allows arbitrarily long constant delays in the input and in the output, and can be used to provide input-to-state stabilizing controllers under uncertain sampled outputs, sampling in the control, and arbitrarily long input and output delays. Since our control does not contain distributed terms, this paper is an extension of the recent prediction technique based on subsequential observers. This provides a useful alternative to existing methods that contained distributed terms. Our example illustrates the large class of systems that are amenable to our methods.

Index Terms—Delays, observers, sampling

I. INTRODUCTION

The stabilization of linear systems under discrete sampling of an output is a challenging problem with important implications in engineering applications where the output is not available for continuous measurement [8], [26]. This motivated a large literature on delay compensation for systems with outputs and sampling, largely based on prediction or the reduction model approach. The reduction and prediction approaches are notable for their ability to compensate for arbitrarily long input delays, often using dynamic extensions that contain distributed terms; see, e.g., [3], [19], [30].

The work [22] applied the reduction model method to linear systems with piecewise constant inputs, but was confined to cases where there are continuous measurements available for the entire state. Several approaches exist to cope with cases where there are only discrete output measurements. For instance, if the sampling time intervals in the input and the output measurement all have the same length \( \bar{c} > 0 \), and if the input delay is a multiple of \( \bar{c} \) and the system is linear and time invariant, then [17] makes it possible to discretize the system so that one can apply a discrete time reduction model approach from [5], [11]. Two other alternative approaches entail (i) combining continuous observers with the reduction model approach and (ii) using continuous-discrete observers. Approach (ii) was used in [18].

Continuous-discrete observers were used in the seminal works [7] and [13], and many more recent works such as [1], [10], [12], [22], [28]. Potential advantages of continuous-discrete observers are that they can be used in cases that are not amenable to continuous observers or static piecewise constant state feedback. The novelty of [18] was that it applied continuous-discrete observers to design globally asymptotically stabilizing output feedback under input delays. This contrasted with other works such as [29] that treated delays, discrete measurements, and sampling separately, with the exception of the nonlinear stabilization results [15], [16] for systems with inputs with zero-order hold and delay and with discrete delayed inputs. For the special case of linear time invariant systems, the feedbacks in [15], [16] are expressed in terms of a sum of past values of the feedback. The work [22] on reduction model methods for linear systems with delayed sampled inputs [9] does not apply to the problem we study in the present work, because [22] requires differentiability of an operator whose analog in the case of impulsive systems would not satisfy the required differentiability conditions.

Here, we build on a series of recent works, which started with [25] and has been developed in [20] and [21]. The fundamental new idea of this approach entails determining future values of the solutions of a system, using a simple dynamic extension where several pointwise delays are present, thus removing the need to introduce distributed delays in the expressions of the control laws or of the dynamic extensions. In the present work, for the first time, this strategy is adapted to the case where continuous-discrete observers are appropriate. Moreover, for the first time, two different delays are taken into account, one in the input and another in the output, under sampling, so we use ideas introduced in [4] to handle systems where the delays are only in the inputs. The proofs of our paper owe a great deal to [18], [22].

The strategy in [18] for stabilization of linear time invariant systems under sampling in both the input and the output was to use a dynamic extension that is similar to the one from [23]. However, works such as [15], [16], [18] can lead to controls with distributed terms that may not always lend themselves to implementations. Therefore, the present work uses a nontrivial variant of our sequential predictor methods from [20], [21] to provide sequential observers and stabilizing feedback controls for linear time invariant systems with sampling in the input, uncertainties in both the output measurements and the original plant, and sampling and uncertainties in the output, which can also ensure input-to-state stability [2] robustness properties under arbitrarily long input and output delays without distributed terms.

In the next section, we state and discuss our main result, and then we prove our result in Section III. Our example in Section IV illustrates the utility of our theory in a detailed...
example, and we conclude in Section V with an overview of our contribution and our suggestions for future research.

II. STATEMENT OF MAIN RESULT

We study systems of the form

$$\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(g(t) - \tau) + \delta_1(t) \\
y(t_i) &= Cx(t_{i-r}) + \delta_2(t_i), \quad i \geq r
\end{align*}$$

(1)

where $t_i = iv$ for a known constant $\nu > 0$ for all integers $i \geq 0$, the state $x$ and the output $y$ are valued in $\mathbb{R}^{n_x}$ and $\mathbb{R}^{n_y}$ respectively for any dimensions $n_x$ and $n_y$, the constants $\tau > 0$ and $r \in \mathbb{N}$ and the constant matrices $A$, $B$, and $C$ are known, $g$ is a right continuous nondecreasing piecewise continuous unbounded function that satisfies $g(t) \leq t$ for all $t$ and so can be used to represent sampling in the control $u$, and the unknown $\delta_i$’s are assumed to be piecewise continuous and bounded and to possess finite right limits at each time $t \geq 0$. We also assume that our initial functions are constant at time $t_0 = 0$. The definition of the sequence $t_i$ implies that $y(t_i) = Cx(t_i - rv) + \delta_2(t_i)$. Thus, $y$ has the delay $rv$. We assume the following, where $I$ denotes the identity matrix:

**Assumption 1:** There is a matrix $M = (I + LC)e^{tA}$ such that

$$M_n = e^{\nu A} + LCe^{(\nu - \frac{\nu}{\ell})}$$

(3)

is Schur stable, and $\tau/\nu$ is a rational number.

The preceding assumption agrees with [18, Assumption 1] except we added the condition that $\tau/\nu$ is a rational number. Although [18] also allows nonperiodic sampling in the output, [18] uses distributed terms in the controls and so does not cover sequential observers that we present here. By the continuity of the eigenvalues of a matrix as functions of the entries of a matrix, it follows from Assumption 1 that for each sufficiently large integer $d$, the matrix

$$M_n = e^{\nu A} + LCe^{(\nu - \frac{\nu}{\ell})}$$

is also Schur stable. We prove the following, where $| \cdot |_2$ denotes the supremum over any interval $T$, and the superscript $+$ refers to the right limit; see Remark 1 for the definition of solutions for our continuous-discrete systems (4)-(5).

**Theorem 1:** Let Assumption 1 hold, and choose any positive integers $d > \max\{3, \tau/\nu\}$ and $\ell$ such that $\tau/\nu = d/\ell$ and such that $M_n$ in (3) is Schur stable. Set $p = d + \ell r$, and consider the families of continuous-discrete systems

$$\begin{align*}
\hat{z}_1(t) &= A\hat{z}_1(t) + Bu\left(g(t + \frac{\tau}{d} - rv) - \tau\right) \quad \forall t \in J_i \\
\hat{z}_1(t^+_i) &= z_1(t_i) + L\left[Ce\left(t_i - \frac{\nu}{\ell}\right) - y(t_i)\right], \quad i \geq r
\end{align*}$$

(4)

and

$$\begin{align*}
\hat{z}_j(t) &= A\hat{z}_j(t) + Bu\left(g(t + \frac{\tau}{d} - rv) - \tau\right) \quad \forall t \in J_i \\
\hat{z}_j(t^+_i) &= z_j(t_i) + LC\psi_j\left(t_i - \frac{\nu}{\ell}\right), \quad i \geq r
\end{align*}$$

(5)

for $j = 2, \ldots, p$, where $J_i = (t_i, t_{i+1}]$ for all $i$ and we set

$$\psi_1(t) = z_1(t) - x(t + \frac{\tau}{d} - rv)$$

and

$$\psi_j(t) = z_j(t) - z_{j-1}\left(t + \frac{\tau}{d}\right)$$

(6)

for $j = 2, \ldots, p$ for any choice of the piecewise continuous locally bounded function $u$. Set $\Psi = \{\psi_1, \ldots, \psi_p\}$. Then the following conclusions hold: (a) We can find positive constants $c_1$ and $c_2$ such that

$$|\Psi(t)| \leq c_1 \left(\|e^{TA}\| + |\delta|_{[0,t]}\right) \quad \forall t \geq t_r$$

(7)

holds along all solutions of (1) and (4)-(5). (b) The equality

$$z_p(t) = x(t + \tau) + \sum_{s=1}^{p} \psi_s \left(t + \frac{(\nu-r)\tau}{d}\right)$$

(8)

holds for all $t \in \mathbb{R}$ along all solutions of (1) and (4)-(5). (c) If, in addition, there is a matrix $K$ such that

$$\dot{x}(t) = Ax(t) + Bu\left(g(t + \frac{\tau}{d} - rv) - \tau\right) + \delta_1(t)$$

(9)

is exponentially input-to-state stable with respect to $\delta_1$, then the $(x, \Psi)$ dynamics in closed loop with $u(t) = Kz_p(t)$ are input-to-state stable with respect to $\delta = (\delta_1, \delta_2)$. □

**Remark 1:** According to (4)-(5), the $z_j$ subsystems are continuous time ones (whose dynamics are defined by the first equations in (4)-(5) for all $t > 0$), save for the fact that their states are reset to the initial states $z_j(t^+_i)$ at the times $t_i$ for all $i \geq r$ when computing $z_j(t)$ for $\ell$ values on the intervals $J_i$. Conclusion (a), in conjunction with conclusion (b), implies that $z_p$ provides an observer for the state $x$ of (1), since conclusions (a)-(b) give

$$|z_p(t) - x(t)| \leq c_1 \left(\|e^{TA}\| + \|\delta(t)\|\right)$$

(10)

for all $t \geq t_r + \tau$. Then we can use conclusion (c) to render the $(x, \Psi)$ system input-to-state stable with respect to $\delta$, using our dynamic control that only depends on the perturbed sampled output. When $(A, B)$ is a controllable pair, there are many $g$'s such that (9) is input-to-state stable with respect to $\delta_1$, e.g., if we have sufficiently frequent sampling.

III. PROOF OF THEOREM 1

The proof has two parts. First we derive key relations that will enable us to prove the conclusions (a)-(c) of the theorem. In the second part, we use the relations we obtained from the first part of the proof to prove the conclusions (a)-(c).

**First Part of Proof.** From the definition of the sequence $t_i$ and the definition of $u$, we can rewrite (4) as

$$\begin{align*}
\hat{z}_1(t) &= A\hat{z}_1(t) + Bu\left(g(t + \frac{\tau}{d} - rv) - \tau\right) \quad \forall t \in J_i \\
z_1(t^+_i) &= z_1(t_i) + LC\left[z_1\left(t_i - \frac{\tau}{d}\right) - x(t_i - rv)\right] \\
&\quad - \delta_2(t_i), \quad i \geq r
\end{align*}$$

(11)

holds for all $t \geq -\frac{\tau}{d} + rv$, we deduce that $\psi_1$ from our definition (6) satisfies

$$\begin{align*}
\dot{\psi}_1(t) &= A\psi_1(t) - \delta_1\left(t + \frac{\tau}{d} - rv\right), \quad \forall t \in J_i \\
\dot{\psi}_1(t^+_i) &= z_1(t_i) + LC\left[z_1\left(t_i - \frac{\tau}{d}\right) - x(t_i - rv)\right] \\
&\quad - x(t_i + \frac{\tau}{d} - rv) - \delta_2(t_i), \quad i \geq r.
\end{align*}$$

Hence, if $i \geq r$, then we have

$$\psi_1(t^+_i) = \psi_1(t_i) + LC\psi_1\left(t_i - \frac{\tau}{d}\right) - \delta_2(t_i).$$

(12)
Bearing in mind that \( t_i - \frac{\tau}{d} \in (t_{i-1}, t_i) \) for all \( i \) (which follows from the fact that \( t_{i+1} - t_i = \nu > \tau/d \) for all \( i \)), we can integrate the first equality in (11) along \( (t_{i-1}, t_i) \) and then on \( (t_{i-1}, t_i - \tau/d] \), and then substitute the resulting formulas for \( \psi_1(t_i) \) and \( \psi_1(t_i - \tau/d) \) into (12), to obtain

\[
\psi_1(t_i^+) = e^{A\tau/d} \psi_1(t_{i-1}^+) + LC e^{A(\nu-\frac{r}{d})} \psi_1(t_{i-1}^+) + N_0(\delta, i) \tag{13}
\]

where

\[
N_0(\delta, i) = - \int_{t_{i-1}}^{t_i} M(\delta, t, t_i) \, dt - L \delta_2(t_i) - LC \int_{t_{i-1}}^{t_i-\tau/d} M(\delta, t_i - \tau/d, t_i) \, dt
\]  

and \( M(\delta, s, \ell) = e^{(s-\ell)A} \delta_1(\ell + \tau/d - rv) \).

Set \( x(0) = x(t - \tau) \). By our choices (6) of the \( \psi_j \)’s,

\[
\begin{align*}
\dot{z}_j(t) &= A\bar{z}_j(t) + Bu(G(t, j) - \tau) \quad \forall t \in J_i \\
\dot{z}_j(t^+) &= \dot{z}_j(t_i) + L [C\bar{z}_j(t_i - \frac{\tau}{d}) - C\bar{z}_j(t_i)] \\
\dot{z}_{j-1}(t) &= A\bar{z}_{j-1}(t) + Bu(G(t, j - 1) - \tau) \quad \forall t \in J_i \\
\dot{z}_{j-1}(t^+) &= \dot{z}_{j-1}(t_i) - L\Delta_j(t_i) + L [C\bar{z}_{j-1}(t_i - \frac{\tau}{d}) - C\bar{z}_{j-1}(t_i)]
\end{align*}
\]

for all \( j \in \{2, \ldots, p\} \) and integers \( i \geq r \), where \( G(t, s) = g(t + \frac{\tau}{d} - rv) \), and where \( \Delta_k = \delta_2 \) if \( k = 1 \) and \( \Delta_k = 0 \) otherwise. Consequently, since \( \tau/d < \nu \),

\[
\begin{cases}
\dot{\psi}_j(t) = A\psi_j(t) \quad \forall t \in J_i \\
\dot{\psi}_j(t^+) = \dot{\psi}_j(t_i) + LC\psi_j(t_i - \frac{\tau}{d}) \tag{16}
\end{cases}
\]

holds for all integers \( j \in \{2, \ldots, p\} \) and \( i \geq r \).

Integrating the first equation in (16) over \( (t_i - \frac{\tau}{d}, t_i) \) gives

\[
\psi_j(t_i) = e^{A\tau/d} [z_j(t_i - \frac{\tau}{d}) - z_{j-1}(t_i^+)] \tag{17}
\]

by (6). Bearing (15) in mind, we deduce that

\[
\begin{align*}
\dot{\psi}_j(t_i) &= e^{A\tau/d} [z_j(t_i - \frac{\tau}{d}) - z_{j-1}(t_i)] - L\Delta_j(t_i) \\
&= e^{A\tau/d} [z_j(t_i) - L\Delta_j(t_i)] - L\Delta_j(t_i)
\end{align*}
\]

holds for all integers \( j \in \{2, \ldots, p\} \) and \( i \geq r \). Hence,

\[
\psi_j(t_i) = e^{A\tau/d} [\psi_j(t_i) - L\Delta_j(t_i)] - e^{A\tau/d} LC\psi_{j-1}(t_i - \frac{\tau}{d}) \tag{19}
\]

holds for all integers \( j \in \{2, \ldots, p\} \) and \( i \geq r \), so by (16),

\[
\begin{cases}
\dot{\psi}_j(t) = A\psi_j(t) \quad \forall t \in J_i \\
\dot{\psi}_j(t^+) = (e^{A\tau/d} + LC)\psi_j(t_i - \frac{\tau}{d}) - e^{A\tau/d} LC\psi_{j-1}(t_i - \frac{\tau}{d}) + \Delta_j^2(t_i) \tag{20}
\end{cases}
\]

for all integers \( j \in \{2, \ldots, p\} \) and \( i \geq r \), where \( \Delta_j^2 = e^{A\tau/d} L\Delta_j(t_i) \). By integrating the first equality of (20) over the interval \( (t_{i-1}, t_i - \tau/d] \), it follows that

\[
\begin{cases}
\dot{\psi}_j(t) = A\psi_j(t) \quad \forall t \in J_i \\
\dot{\psi}_j(t^+) = [e^{A\tau/d} + LC] e^{A(\nu-\frac{r}{d})} \psi_j(t_{i-1}^+ - \frac{\tau}{d}) - e^{A\tau/d} LC\psi_{j-1}(t_i - \frac{\tau}{d}) + \Delta_j^2(t_i) \tag{21}
\end{cases}
\]

and therefore also

\[
\begin{cases}
\dot{\psi}_j(t) = A\psi_j(t) \quad \forall t \in J_i \\
\dot{\psi}_j(t^+) = M_n\psi_j(t_{i-1}^+) - e^{A\tau/d} LC\psi_{j-1}(t_i - \frac{\tau}{d}) + \Delta_j^2(t_i) \tag{22}
\end{cases}
\]

for all \( j \in \{2, \ldots, p\} \) and \( i \geq r \), by the definition (3) of \( M_n \). Since the first lines of (11) and (22) (integrated along the intervals \( J_i \)) and the fact that \( \tau/d < \nu \) combine to give

\[
\psi_j(t_i - \frac{\tau}{d}) = e^{(\nu-\tau/d)\psi_j(t_i - \frac{\tau}{d})} - \int_{t_{i-1}}^{t_i - \tau/d} e^{A(\nu-\tau/d-\delta_1)(\ell + \frac{\tau}{d} - rv)} \, d\ell
\]

and

\[
\psi_j(t_i - \frac{\tau}{d}) = e^{(\nu-\tau/d)\psi_j(t_i - \frac{\tau}{d})}
\]

for all integers \( i \geq r \) and \( j \in \{2, \ldots, p\} \), we can combine (13) with the second equality of (22) to obtain the discrete time system

\[
\begin{cases}
\psi_j(t_i^+) = M_n\psi_j(t_{i-1}^+) + N_0(\delta, i) \\
\psi_j(t_i^+) = M_n\psi_j(t_{i-1}^+) + N_1\psi_{j-1}(t_{i-1}^+) + N_0(\delta, j, i) \tag{23}
\end{cases}
\]

for all integers \( i \geq r \) and integers \( j \in \{2, \ldots, p\} \), where

\[
N_1 = -e^{A\tau/d} LC e^{A(\nu-\tau/d)} \tag{26}
\]

and

\[
N_1(\delta, j, i) = \delta_2(t_i) + e^{A\tau/d} LC \int_{t_{i-1}}^{t_{i-1} - \tau/d} e^{A(\nu-\tau/d-\delta_1)\ell} (\ell + \frac{\tau}{d} - rv) \, d\ell
\]

when \( j = 2 \) and \( N_1(\delta, j, i) = 0 \) if \( 3 \leq j \leq p \).

Second Part of Proof. We use the preceding calculations to prove conclusions (a)-(c) of the theorem. Since \( M_n \) is Schur stable, it follows from the structure of the discrete time system (25) that the dynamics for the discrete time variable

\[
D(i) = \Psi(t_i^+) = (\psi_1(t_i^+), \ldots, \psi_p(t_i^+)) \tag{28}
\]

is exponentially input-to-state stable with respect to \( \delta = (\delta_1, \delta_2) \), by the following argument. We will use the following discrete time variant of the continuous time recursive Lyapunov function construction from [20], [21] to derive positive constants \( c_0 \) and \( c_0 \) such that

\[
|\Psi(t_i^+)| \leq c_0 \left( e^{-c_0(t_i-t_i^+)}|\Psi(t_i^+)| + |\delta||0,t_i^+| \right) \tag{29}
\]

is satisfied for all integers \( i \geq r \). We begin by using standard results (e.g., [27, Lemma 5.7.19]) to find a positive definite matrix \( P \) such that

\[
M_n^T PM_n - P = -I, \tag{30}
\]

and we set

\[
V(x) = x^T P x. \tag{31}
\]

Then substituting in the formula from the right side of the second equation in (25) and then using (30) and Young’s inequality and setting

\[
\Delta V(j, i) = V(\psi_j(t_i^+)) - V(\psi_j(t_{i-1}^+)) \tag{32}
\]
gives
\[ \Delta V(j, i) = -\psi_j(t_{j-1}^+)\psi_j(t_{j-1}^+) + (N_1\psi_j(t_{j-1}^+) + N_1(\delta, j, i))^T \times P (N_1\psi_j(t_{j-1}^+) + N_1(\delta, j, i)) + 2(M_n\psi_j(t_{j-1}^+))^T \times P (N_1\psi_j(t_{j-1}^+) + N_1(\delta, j, i)) \]
\[ \leq -|\psi_j(t_{j-1}^+)|^2 + |N_1(\delta, j, i)|^2 |P| + |\psi_j(t_{j-1}^+)|^2 |N_1(\delta, j, i)|^2 + 2(M_n\psi_j(t_{j-1}^+))^T \times P (N_1\psi_j(t_{j-1}^+) + N_1(\delta, j, i)) \]
\[ \leq -\frac{\alpha}{2}|\psi_j(t_{j-1}^+)|^2 + N_2|\psi_j(t_{j-1}^+)|^2 + N_2^2|\psi_j(t_{j-1}^+)|^2 + N_3 |\delta(\bar{\tau}, i)|^2 \] (33)
for \( j = 2, \ldots, p \) and \( i \geq r \), where \( N_2 = |N_1|^2 |P| + \frac{1}{4} + 4|M_n|^2 |P|^2 |N_1|^2 + N_2 = |N_1|^2 |P| + 4|N_1|^2 |P|^2 + \frac{4}{4}|M_n|^2 |P|^2 \) and where the second inequality applied the inequality \( 2ab \leq \frac{1}{2}a^2 + 4b^2 \) three times with suitable \( a \) and \( b \) (with \( a = |\psi_j(t_{j-1}^+)| \)), and then twice with \( a = |\psi_j(t_{j-1}^+)| \)) to bound the terms in squared brackets in (33). Also we have
\[ \Delta V(1, i) = -\psi_1(t_{1-1}^+)\psi_1(t_{1-1}^+) + (M_n\psi_1(t_{1-1}^+))^T \times P N_0(\delta, i) + N_0^T(\delta, i) ^T P N_0(\delta, i) \leq -\frac{\alpha}{2}|\psi_1(t_{1-1}^+)|^2 + N_3 |\delta(\bar{\tau}, i)|^2 \] (34)
where \( N_3 = (2|M_n|^2 |P|^2 + |P|^2 |N_0|^2, \) and where we used
\[ 2(M_n\psi_1(t_{1-1}^+))^T \times P N_0(\delta, i) \leq \frac{\alpha}{2}|\psi_1(t_{1-1}^+)|^2 + 2|M_n|^2 |P|^2 |N_0(\delta, i)|^2 \] (35)
Applying (33) with the choices \( j = p \) and then \( j = p - 1 \) and then adding the results gives
\[ \Delta V(p, i) + (2N_2 + 1)\Delta V(p - 1, i) \leq -\frac{\alpha}{2}|\psi_{p-1}(t_{p-1})|^2 + 2|M_n|^2 |P|^2 |N_0(\delta, i)|^2 \]
\[ + 2N_2 + 1)N_2^2|\delta(\bar{\tau}, i)| + (2N_2 + 1)N_2|\delta(\bar{\tau}, i)| \]
\[ \leq \Delta V(p, i) + (2N_2 + 1)\Delta V(p - 1, i) \leq -\frac{\alpha}{2}|\psi_{p-1}(t_{p-1})|^2 + 2|M_n|^2 |P|^2 |N_0(\delta, i)|^2 \]
\[ + 2N_2 + 1)N_2^2|\delta(\bar{\tau}, i)| + (2N_2 + 1)N_2|\delta(\bar{\tau}, i)| \]
\[ \leq \Delta V(p, i) + (2N_2 + 1)\Delta V(p - 1, i) \leq -\frac{\alpha}{2}|\psi_{p-1}(t_{p-1})|^2 + 2|M_n|^2 |P|^2 |N_0(\delta, i)|^2 \]
\[ + 2N_2 + 1)N_2^2|\delta(\bar{\tau}, i)| + (2N_2 + 1)N_2|\delta(\bar{\tau}, i)| \]
\[ \leq \Delta V(p, i) + (2N_2 + 1)\Delta V(p - 1, i) \leq -\frac{\alpha}{2}|\psi_{p-1}(t_{p-1})|^2 + 2|M_n|^2 |P|^2 |N_0(\delta, i)|^2 \]
\[ + 2N_2 + 1)N_2^2|\delta(\bar{\tau}, i)| + (2N_2 + 1)N_2|\delta(\bar{\tau}, i)| \]
where \( N_2(\delta, i) = \max_j N_2(\delta, j, i) \). By induction (by multiplying the decay estimate for \( \Delta V(p - 2, i) \) through by a large enough constant and then using the result to cancel the \((2N_2 + 1)N_2|\psi_{p-2}(t_{p-2})|^2 \) term in (36) and repeating this process), we obtain a nonnegative constant \( N_3 \) and constants \( \omega_i > 0 \) for which this exponentially input-to-state stable Lyapunov decay estimate holds along all solutions of the discrete time \( D \) dynamics from (25) for all \( i \geq r \):
\[ \sum_{j=1}^{p} \omega_i \Delta V(j, i) \leq -\omega_0 \sum_{j=1}^{p} \omega_i V_j(t_{j-1}^+) + N_3|\delta(\bar{\tau}, i)| \] (37)
Then the desired exponentially stable input-to-state stability estimate in the \( D \) variable follows from well known discrete time input-to-state stability results [14]. Conclusion (a) of the theorem follows by combining the exponential input-to-state stability estimate (29) with the fact that the first equalities in (11) and (21) provide a positive constant \( \bar{c} \) such that
\[ |\Psi(t)| \leq \bar{c}(|\Psi(t_{1}^{\pm})| + |\delta(0, t)|) \] (38)
for all \( t \in J_1 \) and integers \( i \geq 0 \), where (38) was used to convert the discrete time decay estimate (29) into a continuous time one in the variable \( \Psi(t) \).
To prove the remaining conclusions of the theorem, first note that by our definitions of the \( z_j \)'s, we deduce that \( z_1(t) = x(t + \frac{\tau}{2} - r\nu) + \psi_j(t) \) and \( z_j(t) = z_{j-1}(t + \frac{\tau}{2}) + \psi_j(t) \) for all \( j \in \{2, \ldots, p\} \) and \( t \geq 0 \). It follows by induction on \( j \in \{1, \ldots, p\} \) that
\[ z_p(t) = x(t + \frac{\tau}{2} - r\nu) + \psi_j(t) \] (39)
for all \( t \in \mathbb{R} \). Next recall that our integer \( \ell \in \mathbb{N} \) was selected such that \( \delta \nu = \ell \tau \), and that \( p - \ell \tau = d \). This gives
\[ z_p(t) = x(t + \frac{\tau}{2} - \ell \tau) + \psi_j(t) \] (40)
which gives the relation (8) from conclusion (b) of Theorem 1. Conclusion (c) follows from combining conclusions (a)- (b) and using the linear structure of the dynamics, by writing the closed loop system from conclusion (c) as
\[ \dot{x}(t) = Ax(t) + BKz_p(g(t) - \tau) + \delta(t) \]
\[ \dot{\delta}(t) = Ax(t) + BK\bar{x}(g(t)) + \delta(t) + \delta(t) \] (41)
for all \( t \geq 0 \), where
\[ \delta(t) = BKp \psi_j(g(t) - \tau) + \psi_j(t) = BK(p \psi_j(g(t) - \tau) + \psi_j(t)) \] (42)
and then finding constants \( \bar{c} \) and a function \( \bar{c} \in \mathcal{K}_\infty \) such that \( |x(t)| \leq \bar{c} e^{-\epsilon t} |x(t/2)| + \bar{c} (|x(0)| + |\Psi(0)| + |\delta(0)|) \) for all \( t \geq 0 \) along all solutions of the closed loop system, and finally using the input-to-state stability assumption and conclusion (a) of the theorem and (38) to find a function \( \gamma \) \in \mathcal{K}_\infty \) and a constant \( c_\epsilon > 0 \) such that \( |x(t/2)| \leq c_\epsilon e^{-\epsilon t} |x(t/2)| + \gamma (|x(0)| + |\Psi(0)| + |\delta(0)|) \) along all solutions of the closed loop system for all \( t \geq 0 \).

**IV. ILLUSTRATION**

Assumption 1 makes Theorem 1 applicable to a broad class of linear time invariant systems, leading to robust continuous-discrete observers that provide stabilizing delay compensating controllers without distributed terms under arbitrarily large constant input and output delays. To illustrate how Theorem 1 can be applied, consider the case where
\[ A = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}, \quad C = \begin{bmatrix} a \\ b \end{bmatrix}, \quad \nu = \frac{\pi}{2} + 2k\pi \] (43)
where \( a \) and \( b \) are constants and \( k \) is any nonnegative integer, for any choice of the matrix \( B \). In this case, if we set \( L = \begin{bmatrix} L_1 \\ L_2 \end{bmatrix} \) for real constants \( L_1 \) and \( L_2 \) to be determined, then the matrix \( M \) from Assumption 1 takes the form
\[ M = \begin{bmatrix} 1 + L_1 a & L_1 b \\ L_2 a & 1 + L_2 b \end{bmatrix} \] (44)
\[ \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \]
Let us find conditions on the $L_i’s$ such that (44) is Schur stable, which will make it possible to satisfy Assumption 1 and apply Theorem 1. The matrix (44) has the eigenvalues

$$L_2 a - L_1 b \pm \sqrt{(L_2 a - L_1 b)^2 - 4(1 + L_1 a + L_2 b)}$$

which will both be valued in $(-1, 1)$ if the conditions

$$\begin{cases} 
L_1 a + L_2 b = -1 \\
L_1 b - L_2 a \in (-1, 1)
\end{cases}$$

are satisfied, and then the continuous-discrete observer is provided by Theorem 1. Viewing (46) as a linear system with unknowns $L_1$ and $L_2$, we can solve (46) for values $L_i$ satisfying (46) if $a$ and $b$ are not both zero. If, in addition, the matrices $B$ and $K$ and the right continuous nondecreasing piecewise continuous unbounded function $g$ are such that $g(t) \leq t$ for all $t \geq 0$ and

$$\dot{x}(t) = \begin{bmatrix} 0 & 1 \\
-1 & 0 \end{bmatrix} x(t) + BK x(g(t)) + \delta_1(t)$$

is exponentially input-to-state stable with respect to $\delta_1$, then Theorem 1 also provides an input-to-state stabilizing sampled output feedback control.

V. CONCLUSIONS

We developed new observer designs that are motivated by many control engineering applications where only sampled output values are available. We provided a new continuous-discrete observer design for linear time invariant systems with input delays, uncertainties in the plant, sampling in the output observations, and additive uncertainties on the control and outputs. Unlike [18] and other works that use distributed terms, our sequential observer method produced controllers and stabilizing feedbacks that are free of distributed terms and which therefore may be better suited to implementations. We allow arbitrarily long constant input and output delays, and the input and output delays are allowed to differ. We hope to extend our work to aperiodic sampling in the output, and to use ideas from [15], [24] to cover nonlinear systems. We also hope to use ideas from [6] to cover cases where the matrices $A$ and $B$ in the original system can be uncertain.

REFERENCES


