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EXTREMAL KOHANOV HOMOLOGY OF TURAEV GENUS ONE LINKS

OLIVER T. DASBACH AND ADAM M. LOWRANCE

ABSTRACT. The Turaev genus of a link can be thought of as a way of measuring how non-alternating a link is. A link is Turaev genus zero if and only if it is alternating, and in this viewpoint, links with large Turaev genus are very non-alternating. In this paper, we study Turaev genus one links, a class of links which includes almost alternating links. We prove that the Khovanov homology of a Turaev genus one link is isomorphic to $\mathbb{Z}$ in at least one of its extremal quantum gradings. As an application, we compute or nearly compute the maximal Thurston Bennequin number of a Turaev genus one link.

1. Introduction

1.1. Turaev genus one and almost alternating links. The Turaev surface associated to a link diagram is a closed, oriented surface that has close ties to the Jones polynomial of the link. The Turaev genus $g_T(L)$ of a link $L$ is the minimum genus of any Turaev surface of a diagram of $L$. Turaev [Tur87] first constructed this surface to give a topological simplification of the proof that the span of the Jones polynomial is a lower bound on the crossing number of the link, which implies Tait’s conjecture that reduced alternating diagrams have minimum crossing number.

The Turaev genus of a link can be thought of as giving a filtration on all links where a link with large Turaev genus is qualitatively far away from being alternating. Alternating links are precisely those links with Turaev genus zero, and in this viewpoint, links of Turaev genus one are close to being alternating. Armond, Lowrance [AL17] and independently Kim [Kim18] classified Turaev genus one links by proving that each such link has a diagram as in Figure 10. Using that classification, Dasbach and Lowrance [DL18] proved that either the first or last coefficient of the Jones polynomial of a Turaev genus one link has absolute value one. It is this result that we generalize to Khovanov homology in the present paper. In order to do so, we will need to introduce almost alternating and $A$- and $B$-adequate links.

Adams et al. [ABB+92] defined an almost alternating link to be a non-alternating link with a diagram that can be transformed into an alternating diagram via a single crossing change. Such a diagram is called an almost alternating diagram. A generic almost alternating diagram can be decomposed into the crossing that is changed to obtain an alternating diagram, called the dealternator, and an alternating 2-tangle $R$ as in Figure 11. Let $u_1$ and $u_2$ be the two regions incident to the dealternator $\times$ that are joined by an $A$-resolution $\underline{\times}$ and let $v_1$ and $v_2$ be the two regions incident to the dealternator that are joined by a $B$-resolution $\triangleright$. Suppose that the regions of the link diagram are checkerboard colored with $v_1$ and $v_2$ being colored black, while $u_1$ and $u_2$ are colored white.

Definition 1.1. An almost alternating diagram is $A$-almost alternating if it satisfies the following conditions.

1. The regions $u_1$ and $u_2$ are distinct, and the regions $v_1$ and $v_2$ are distinct.
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(2) There is no crossing in $R$ that is in the boundary of $u_1$ and $u_2$, and there is no crossing in $R$ that is in the boundary of $v_1$ and $v_2$.

(3A) There is no white region in $R$ that shares a crossing with each of $u_1$ and $u_2$.

A link with an $A$-almost alternating diagram is an $A$-almost alternating link. An almost alternating diagram is $B$-almost alternating if it satisfies conditions (1) and (2) above as well as condition (3B).

(3B) There is no black region in $R$ that shares a crossing with each of $v_1$ and $v_2$.

A link with a $B$-almost alternating diagram is a $B$-almost alternating link.

If an almost alternating diagram fails to satisfy condition (1) or (2), then the link is alternating (see Figure 5). In Theorem 3.4 we show that every almost alternating link is either $A$-almost alternating or $B$-almost alternating. See Figure 1 for an example of a generic almost alternating diagram and an $A$-almost alternating knot.

A Kauffman state of $D$ is the set of simple closed curves resulting from a choice at each crossing of an $A$-resolution or a $B$-resolution. The state obtained by choosing an $A$-resolution for every crossing is the all-$A$ state of $D$, and the state obtained by choosing a $B$-resolution for every crossing is the all-$B$ state of $D$. A link diagram $D$ is $A$-adequate (respectively $B$-adequate) if no two arcs in the $A$-resolution (B-resolution) of any crossing lie on the same component of the all-$A$ (all-$B$) state of $D$. A link is $A$-adequate (respectively $B$-adequate) if it has an $A$-adequate (B-adequate) diagram. A link diagram that is both $A$-adequate and $B$-adequate is called adequate, and any link having such a diagram is also called adequate. A link that is not adequate, but

Figure 1: On the left is a generic almost alternating diagram. The 2-tangle $R$ is alternating. A label of $+$ on an incoming strand indicates that strand passes over the first other strand it encounters inside $R$. Similarly, a label of $-$ on an incoming strand indicates that stranded passes under the first other strand it encounters inside $R$. On the right is an $A$-almost alternating diagram of a knot $K$ where the alternating tangle $R$ is inside the dashed red circle. The region $v_3$ shares a crossing with each of $v_1$ and $v_2$, and so the diagram is not $B$-almost alternating. However no region in the alternating tangle $R$ shares a crossing with each of $u_1$ and $u_2$, and thus the diagram is $A$-almost alternating.
has a diagram that is either $A$-adequate or $B$-adequate is called semi-adequate. A link that has no $A$-adequate or $B$-adequate diagrams is called inadequate. Lickorish and Thistlethwaite [LT88] introduced adequate links and proved that an adequate diagram of a link has the fewest number of crossings of any diagram of that link.

It is straightforward to check that every almost alternating link has Turaev genus one. Kim [Kim18] proved that every inadequate Turaev genus one link is almost alternating (see Theorem 3.5).

**Definition 1.2.** A Turaev genus one diagram $D$ is $A$-Turaev genus one if it is $A$-adequate or $A$-almost alternating. Likewise, a Turaev genus one diagram $D$ is $B$-Turaev genus one if it is $B$-adequate or $B$-almost alternating. A Turaev genus one link $L$ is $A$-Turaev genus one if it has an $A$-Turaev genus one diagram and is $B$-Turaev genus one if it has a $B$-Turaev genus one diagram.

Corollary 3.6 states that every Turaev genus one link is either $A$-Turaev genus one or $B$-Turaev genus one.

1.2. **Extremal Khovanov homology.** The Khovanov homology $Kh(L)$ of a link $L$ is a homological generalization of the Jones polynomial of $L$. It is a $\mathbb{Z}$-module equipped with two gradings: the homological grading $i$ and the quantum grading $j$. There is a direct sum decomposition $Kh(L) = \bigoplus_{i,j \in \mathbb{Z}} Kh^{i,j}(L)$ where $Kh^{i,j}(L)$ denotes the summand in homological grading $i$ and quantum grading $j$. The extremal Khovanov homology of a link refers to the Khovanov homology in the maximum or minimum quantum gradings. Define

$$j_{\min}(L) = \min\{j \mid Kh^{i,j}(L) \neq 0\},$$
$$j_{\max}(L) = \max\{j \mid Kh^{i,j}(L) \neq 0\},$$
$$\delta_{\min}(L) = \min\{2i - j \mid Kh^{i,j}(L) \neq 0\},$$
$$\delta_{\max}(L) = \max\{2i - j \mid Kh^{i,j}(L) \neq 0\}.$$

For a fixed $j_0 \in \mathbb{Z}$, let $Kh^{*,j_0}(L)$ denote the direct sum $\bigoplus_{i \in \mathbb{Z}} Kh^{i,j_0}(L)$. As a shorthand, we often write $Kh^{*,j_0}(L) = Kh^{i_0,j_0}(L)$ to mean that the Khovanov homology of $L$ in quantum grading $j_0$ is entirely supported in the single homological grading $i_0$. Our main theorem characterizes at least one of the extremal Khovanov homology groups of Turaev genus one, almost alternating, and $A$- or $B$-adequate links.

**Theorem 1.3.** Suppose that $L$ is a non-split link.

1. If $L$ is $A$-Turaev genus one, $A$-almost alternating, or $A$-adequate, then there is an $i_0 \in \mathbb{Z}$ such that $Kh^{*,j_{\min}(L)}(L) = Kh^{i_0,j_{\min}(L)}(L) \cong \mathbb{Z}$ and $2i_0 - j_{\min}(L) = \delta_{\min}(L) + 2$.

2. If $L$ is $B$-Turaev genus one, $B$-almost alternating, or $B$-adequate, then there is an $i_0 \in \mathbb{Z}$ such that $Kh^{*,j_{\max}(L)}(L) = Kh^{i_0,j_{\max}(L)}(L) \cong \mathbb{Z}$ and $2i_0 - j_{\max}(L) = \delta_{\max}(L) - 2$.

Despite the fact that every almost alternating link has Turaev genus one, we chose to include almost alternating links in the statement of the theorem due to their prominence in the proof. Theorem [Kim18] is proven separately for $A$- or $B$-adequate and almost alternating links. Then Kim’s result [Kim18] that says an inadequate Turaev genus one link is almost alternating implies the result for Turaev genus one links. Khovanov [Kho03] proved that the extremal Khovanov homology of an $A$- or $B$-adequate link is isomorphic to $\mathbb{Z}$. Our contribution in Theorem 1.3 for an $A$- or $B$-adequate link is to specify the $\delta$-grading of the extremal summand.

The proof of Theorem 1.3 for almost alternating links is quite different than the proof of its Jones polynomial analogue in [DL18]. Resolving the dealternator in an almost alternating diagram $D$ as
either an \( A \)-resolution or a \( B \)-resolution results in alternating diagrams \( D_A \) and \( D_B \) respectively.

The proof in [DL18] combines formulas for the first few coefficients of the Jones polynomial of the \( D_A \) and \( D_B \) to prove that either the first or last coefficient of the Jones polynomial of \( D \) has absolute value one. We initially hoped to use a similar strategy to prove Theorem 1.3. Since \( D_A \) and \( D_B \) are alternating links, their Khovanov homology groups \( Kh(D_A) \) and \( Kh(D_B) \) are well-understood, and the long exact sequence (see Theorem 2.2) relates \( Kh(D_A) \), \( Kh(D_B) \), and \( Kh(D) \). However, in order to compute \( Kh(D) \) in its extremal quantum gradings, one would need not only to know the Khovanov homology of \( D_A \) and \( D_B \), but also know explicit generators for each homology class in the first and last two quantum gradings of \( Kh(D_A) \) and \( Kh(D_B) \). Instead we take an inductive approach by resolving crossings in the alternating tangle \( R \), resulting in almost alternating diagrams with fewer crossings than \( D \). See Theorem 4.4 for the details of this result.

Theorem 1.3 has the following corollary.

**Corollary 1.4.** If \( L \) is a non-split Turaev genus one link, then its Khovanov homology is isomorphic to \( \mathbb{Z} \) in at least one of its extremal quantum gradings.

The study of extremal or near extremal Jones coefficients and Khovanov groups has received considerable attention. Bae and Morton [BM03] developed an algorithm for computing the extremal Jones coefficients from the all-\( A \) and all-\( B \) states. González-Meneses and Manchón [GMM11] used Bae and Morton’s work to prove that there are prime links with arbitrary extremal Jones coefficients. González-Meneses, Manchón, and Silvero [GMS18] gave a geometric description of the extremal Khovanov homology in terms of the all-\( A \) and all-\( B \) states. Przytycki and Silvero [PS18a, PS18b] and Morán and Silvero [MS18] further study extremal or near extremal Khovanov groups from various different perspectives.

Often, a result involving a knot polynomial can be strengthened in the homological setting. For example, Lickorish and Thistlethwaite [LT88] proved that the first and last coefficients of the Jones polynomial of an adequate link have absolute value one, while Khovanov [Kho03] proved that such links have extremal Khovanov homology isomorphic to \( \mathbb{Z} \). The span of the Jones polynomial gives a lower bound on the crossing number of a link [Kau87, Mur87, Thi87], and using essentially the same proof and basic facts from the construction of Khovanov homology [Kho00], one can show that the span of the quantum grading of the Khovanov homology of a link gives a sometimes better lower bound on the crossing number. For example, the Jones polynomial lower bound for the crossing number of the knot 10\(_{132}\) implies that its crossing number is at least 5. However since the Khovanov homology of 10\(_{132}\) in its maximal quantum grading is isomorphic to \( \mathbb{Z} \oplus \mathbb{Z} \) and the two \( \mathbb{Z} \)-summands cancel in the Euler characteristic, the Khovanov homology lower bound for the crossing number of the knot 10\(_{132}\) implies that its crossing number is at least 6. Theorem 1.3 is another example of such a result. In addition to knowing that at least one extremal Khovanov homology group of a Turaev genus one link is isomorphic to \( \mathbb{Z} \), Theorem 1.3 also gives us information about in which diagonal grading that \( \mathbb{Z} \)-summand is supported. Example 5.1 gives a knot whose Jones polynomial has leading and trailing coefficient of absolute value one, but both of whose extremal Khovanov homology groups have rank two. Examples 5.2 and 5.3 give knots and links that have one extremal Khovanov group isomorphic to \( \mathbb{Z} \), but that summand is supported in a different diagonal grading than the one specified in Theorem 1.3. Therefore, each of these examples is inadequate, is not almost alternating, and has Turaev genus at least two.

Theorem 1.3 suggests potential relationships between \( A-/B \)-adequate links, almost alternating links, and Turaev genus one links. Any link \( L \) that is almost alternating, Turaev genus one, or \( A \)- or \( B \)-adequate satisfies the following.
(1) The leading or trailing coefficient of the Jones polynomial of $L$ has absolute value one \cite{LT88,DL18}.

(2) Either the first two or last two coefficients of the Jones polynomial of $L$ alternate in sign \cite{Sto11,LS17}.

(3) The Jones polynomial of $L$ is equal to the Jones polynomial of a trivial $m$-component link if and only if $L$ is the trivial $m$-component link for $m \geq 1$ \cite{Sto11,LS17}.

The similarities above make it difficult to use invariants to distinguish between these three classes of links. One can show that every almost alternating link is Turaev genus one, and that there are $A$-adequate (and $B$-adequate) links that are neither Turaev genus one nor almost alternating (e.g. the $(3,7)$-torus knot). We ask the following open questions about almost alternating, Turaev genus one, and $A$/$B$-adequate links. The authors suspect an affirmative answer to both questions.

**Question 1.5.** Does there exist a link of Turaev genus one that is not almost alternating?

**Question 1.6.** Does there exist an almost alternating inadequate link?

Odd Khovanov homology is a categorification of the Jones polynomial introduced by Ozsváth, Rasmussen, and Szabó \cite{ORS13}. It coincides with Khovanov homology with mod 2 coefficients, but is, in general, different. Theorem 4.6 is a version of Theorem 1.3 for odd Khovanov homology.

1.3. **Applications: signature and maximal Thurston Bennequin number.** Let $\sigma(L)$ be the signature of the link $L$, with the convention that the signature of positive trefoil is $-2$. We prove that a version of Theorem 1.3 involving signature holds for links that are both $A$-Turaev genus one and $B$-Turaev genus one. In Section 6 we conjecture a strengthening of this result.

**Theorem 1.7.** Suppose $L$ is a non-split link that is both $A$-Turaev genus one and $B$-Turaev genus one. At least one of the following statements hold.

1. There is an $i_0 \in \mathbb{Z}$ such that $Kh^{i_0}(L), j_{\min}(L) = 2i_0(L) - j_{\min}(L) = \sigma(L) + 1$.
2. There is an $i_0 \in \mathbb{Z}$ such that $Kh^{i_0}(L), j_{\max}(L) = 2i_0(L) - j_{\max}(L) = \sigma(L) - 1$.

The Thurston Bennequin number $tb(L)$ of an oriented Legendrian link $L$ measures the framing of the contact plane field around $L$. Among all Legendrian links with a given topological link type $L$, the Thurston Bennequin number $tb(L)$ is bounded from above. For a topological link $L$, its maximal Thurston Bennequin number $\overline{tb}(L)$ is defined to be the maximum of $tb(L)$ over all Legendrian links $L$ whose topological link type is $L$. Ng \cite{Ng05} proved that the Khovanov homology gives an upper bound on the maximal Thurston Bennequin number of a link and used that bound to compute $\overline{tb}(L)$ for any non-split alternating link $L$. We generalize Ng’s approach to Turaev genus one links.

**Theorem 1.8.** Let $L$ be a Turaev genus one link with diagram $D$. Let $w(D)$ be the writhe of $D$, and let $s_A(D)$ and $s_B(D)$ be the number of components in the all-$A$ and all-$B$ Kauffman states of $D$ respectively.

- If $D$ is $A$-Turaev genus one, then $w(D) - s_A(D) \leq \overline{tb}(L) \leq w(D) - s_A(D) + 1$.
- If $D$ is $B$-Turaev genus one and $\overline{L}$ is the mirror of $L$, then $-w(D) - s_B(D) \leq \overline{tb}(\overline{L}) \leq -w(D) - s_B(D) + 1$.  

This paper is organized as follows. In Section 2, we review the construction of Khovanov homology. In Section 3, we give background information on Turaev genus one and almost alternating links. We also prove that every almost alternating link is A-almost alternating or B-almost alternating and thus that every Turaev genus one link is A-Turaev genus one or B-Turaev genus one. In Section 4, we prove Theorem 1.3. In Section 5, we give examples of knots and links such that Theorem 1.3 implies they are inadequate, not Turaev genus one, and not almost alternating. In Section 6, we prove Theorem 1.7 and discuss progress on a related conjecture. Finally, in Section 7, we recall some facts about Thurston Bennequin numbers and prove Theorem 1.8.

2. Khovanov homology background

In this section, we briefly review the construction of Khovanov homology and a few Khovanov homology results relevant to the current paper. For a more detailed account, the reader can refer to one of [Kho00, BN02, Vir04, Kau12, Tur16]. An expert reader may wish to skim the remainder of this section.

The version of the Jones polynomial that Khovanov homology categorifies is defined by the following rules:

(1) \( \langle \bigotimes \rangle = \langle \bigotimes \rangle - q \langle \bigotimes \rangle \),
(2) \( \langle D \sqcup \bigcirc \rangle = (q + q^{-1}) \langle D \rangle \),
(3) \( \langle \bigcirc \rangle = q + q^{-1} \),
(4) \( V_L(q) = (-1)^{c_-(D)} q^{c_+(D)-2c_-(D)} \langle D \rangle \),

where \( c_+(D) \) is the number of positive \( \bigotimes \) crossings in \( D \) and \( c_-(D) \) is the number of negative \( \bigotimes \) crossings in \( D \). If we let \( \bar{V}_L(t) \) be the version of the Jones polynomial in [Kau87], then \( \bar{V}_L(q) = (q + q^{-1}) \bar{V}_L(q^2) \). See [Kau12] for more discussion on the relationship between these two normalizations of the Jones polynomial.

Let \( S(D) \) be the set of Kauffman states of \( D \), and let \( s \in S(D) \) be a Kauffman state. Define \( a(s) \) and \( b(s) \) to be the number of \( A \)-resolutions and the number of \( B \)-resolutions respectively in \( s \), and define \( |s| \) to be the number of components in \( s \). The Kauffman bracket of \( D \) can be represented by the state sum formula

\[
\langle D \rangle = \sum_{s \in S(D)} (-q)^{b(s)} (q + q^{-1})^{|s|}.
\]

An enhanced state \( S \) of \( D \) is a Kauffman state \( s \) where each component is labeled either 1 or \( x \). Let \( S_{en}(D) \) be the set of enhanced states of \( D \). Define \( a(S) \), \( b(S) \), and \( |S| \) to be \( a(s) \), \( b(s) \), and \( |s| \) respectively where \( s \) is the underlying Kauffman state of the enhanced state \( S \). Furthermore, define \( \theta(S) \) to be the difference between the number of 1 labels and the number of \( x \) labels on the enhanced state \( S \). Then the Kauffman bracket of \( D \) can be represented as the sum of monomials

\[
\langle D \rangle = \sum_{S \in S_{en}(D)} (-1)^{b(S)} q^{b(S)+\theta(S)}.
\]

In order to construct Khovanov homology, we first construct a categorification \( \mathcal{Kh}(D) \) of \( \langle D \rangle \) (which is not a link invariant). Then we shift gradings to obtain the link invariant known as Khovanov homology and equivalently denoted as \( Kh(L) \) or \( Kh(D) \).

The homological grading \( i(S) \) of the enhanced state \( S \) is defined to be \( i(S) = b(S) \), and the quantum grading \( j(S) \) of \( S \) is defined to be \( j(S) = b(S) + \theta(S) \). Let \( R \) be a commutative ring with identity, and let \( CKh^{i,j}(D; R) \) be the free \( R \)-module with basis the enhanced states \( S \) with homological grading \( i \) and quantum grading \( j \). Define \( CKh(D; R) = \bigoplus_{i,j \in \mathbb{Z}} CKh^{i,j}(D; R) \). The ring \( R \) will most frequently be the integers \( \mathbb{Z} \), and in that case, we drop \( R \) from the notation. For
the sake of notational brevity, we describe the construction of Khovanov homology over \( \mathbb{Z} \), but \( \mathbb{Z} \) could be replaced with \( R \) throughout to give \( \text{Kh}(D; R) \) and \( \text{Kh}^{\text{shifted}}(D; R) \), Khovanov homology and unshifted Khovanov homology with coefficients in the ring \( R \).

The differential in this complex is a map \( d^{i,j} : \text{CKh}^{i,j}(D) \to \text{CKh}^{i+1,j}(D) \), i.e. it is a \( \mathbb{Z} \)-module map that increases the homological grading by one and preserves the quantum grading. The map \( d^{i} \) is defined on enhanced states and then extended linearly. For any two enhanced states \( s_0 \) and \( s_1 \) with underlying Kauffman states \( s_0 \) and \( s_1 \) respectively, we define the incidence number \( \delta(s_0, s_1) \) as follows. Unless \( s_1 \) can be obtained from \( s_0 \) by changing a single resolution from an \( A \)-resolution to a \( B \)-resolution, then we define \( \delta(s_0, s_1) = 0 \). Suppose that \( s_1 \) can be obtained from \( s_0 \) by changing a single \( A \)-resolution to a \( B \)-resolution. Then \( s_1 \) can be obtained from \( s_0 \) by either merging two components into one or by splitting one component into two. Call all other components of \( s_0 \) and \( s_1 \) constant components. Unless all labels on the constant components of \( s_0 \) are the same as they are in \( s_1 \), then \( \delta(s_0, s_1) = 0 \). The cases where \( \delta(s_0, s_1) = 1 \) are illustrated in Figure 2 and described in the next two paragraphs.

Suppose that \( s_1 \) can be obtained from \( s_0 \) by merging two components into one, and that all constant components are labeled the same in \( s_0 \) and \( s_1 \). If the two non-constant components in \( s_0 \) are both labeled 1 and the non-constant component in \( s_1 \) is labeled 1, then \( \delta(s_0, s_1) = 1 \). If one of the non-constant components in \( s_0 \) is labeled 1 and the other is labeled \( x \) and the non-constant component in \( s_1 \) is labeled \( x \), then \( \delta(s_0, s_1) = 1 \). If both of the non-constant components in \( s_0 \) are labeled \( x \), then \( \delta(s_0, s_1) = 0 \).

Suppose that \( s_1 \) can be obtained from \( s_0 \) by splitting one component into two, and that all constant components are labeled the same in \( s_0 \) and \( s_1 \). If the non-constant component in \( s_0 \) is labeled 1, one of the non-constant components in \( s_1 \) is labeled 1, and the other non-constant component in \( s_1 \) is labeled \( x \), then \( \delta(s_0, s_1) = 1 \). If the non-constant component in \( s_0 \) is labeled \( x \) and both non-constant components in \( s_1 \) are labeled \( x \), then \( \delta(s_0, s_1) = 1 \).

The last ingredient to define the differential is to assign signs to certain pairs of enhanced states. Arbitrarily number the crossings of \( D \) from 1 to \( c = c(D) \). Suppose that \( s_0 \) and \( s_1 \) are enhanced states with underlying Kauffman states \( s_0 \) and \( s_1 \) such that

1. \( s_1 \) can be obtained from \( s_0 \) by changing a single \( A \)-resolution to a \( B \)-resolution at crossing \( k \) for some \( k \) where \( 1 \leq k \leq c \), and
2. the number of \( B \)-resolutions in \( s_0 \) associated to crossings with labels strictly less than \( k \) is odd.

Then define \( \varepsilon(s_0, s_1) = -1 \). In all other cases, define \( \varepsilon(s_0, s_1) = 1 \).

The differential \( d^{i,j} : \text{CKh}^{i,j}(D) \to \text{CKh}^{i+1,j}(D) \) is defined by

\[
d^{i,j}(s_0) = \sum_{\substack{s_1 \in \mathcal{S}_{\text{enh}}(D) \\ i(s_1) = i(s_0) + 1 \\ j(s_1) = j(s_0)}} \varepsilon(s_0, s_1) \delta(s_0, s_1) s_1.
\]

In other words, in the differential of \( s_0 \), we sum over all enhanced states \( s_1 \) with the same quantum grading and whose homological grading is one greater than that of \( s_0 \). The term \( s_1 \) appears with nonzero coefficient if and only if the incidence number \( \delta(s_0, s_1) \neq 0 \). The coefficient of the term is \( \pm 1 \) as determined by the sign \( \varepsilon(s_0, s_1) \).

It can be checked that \( d^{i+1,j} \circ d^{i,j} : \text{CKh}^{i,j}(D) \to \text{CKh}^{i+2,j}(D) \) is the zero map. Thus for each \( j \) we have a chain complex. Define the unshifted Khovanov homology of \( D \) to be the homology

\[
\text{Kh}^{i,j}(D) = \ker d^{i,j} / \text{im} d^{i-1,j}.
\]
Figure 2: Pairs of enhanced states \((S_0, S_1)\) such that the incidence number \(\delta(S_0, S_1) = 1\). The dashed arcs indicate how the arcs of the Kauffman state are connected globally.

Suppose that \(D\) is a diagram of the link \(L\) such that \(D\) has \(c_+ = c_+(D)\) positive crossings and \(c_- = c_-(D)\) negative crossings. The Khovanov homology of \(L\), denoted equivalently as \(Kh(L)\) or \(Kh(D)\), is defined by \(Kh(L) = \bigoplus_{i,j \in \mathbb{Z}} Kh^{i,j}(L)\) where

\[
Kh^{i,j}(L) = Kh^{i+c_--c_++2c_-}(D).
\]

Although unshifted Khovanov homology \(Kh(D)\) is not a link invariant, it will be useful to describe how it changes under diagrammatic moves that preserve the link type, specifically, under the Reidemeister moves and under flyping. A flype is the move on a 2-tangle \(R\) depicted in Figure 3.

Figure 3: A flype of the tangle \(R\).
Describing how $\text{Kh}(D)$ changes amounts to computing the change in the number of positive and negative crossings caused by the diagrammatic move. Equation (2.1) implies the following proposition.

**Proposition 2.1.** Reidemeister moves and flypes change $\text{Kh}(D)$ in the following ways.

- **Positive Reidemeister 1:** $\text{Kh}^{i,j}(\square) \cong \text{Kh}^{i,j-1}(\square)$.
- **Negative Reidemeister 1:** $\text{Kh}^{i,j}(\square) \cong \text{Kh}^{i+1,j+2}(\square)$.
- **Reidemeister 2:** $\text{Kh}^{i,j}(\square) \cong \text{Kh}^{i+1,j+1}(\square)$.
- **A flype or a Reidemeister move of type 3 does not change the unshifted Khovanov homology $\text{Kh}(D)$**.

Let $D$ be a link diagram with $c = c(D)$ crossings, and let $\overline{D}$ be the mirror of $D$. The Khovanov complex $C\text{Kh}(\overline{D})$ is the dual of the complex $C\text{Kh}(D)$. Consequently, the following isomorphisms hold:

$$\text{Kh}^{i,j}(\overline{D}; \mathbb{Q}) \cong \text{Kh}^{c-i,c-j}(D; \mathbb{Q})$$

$$\text{Tor} \text{Kh}^{i,j}(\overline{D}) \cong \text{Tor} \text{Kh}^{c+1,i,c-j}(D).$$

For some crossing $X$ of $D$, let $D_A$ and $D_B$ represent the diagrams obtained by choosing an $A$-resolution and a $B$-resolution at the crossing $X$ respectively and not changing any of the other crossings. There is a natural bijection between the enhanced states of $D$ and the disjoint union of the enhanced states of $D_A$ and $D_B$: $\mathcal{S}_\text{enh}(D) \cong \mathcal{S}_\text{enh}(D_A) \sqcup \mathcal{S}_\text{enh}(D_B)$. Define $f : C\text{Kh}(D_B) \to C\text{Kh}(D)$ by $f(S) = S$ and extending linearly, where the first $S$ is an enhanced state considered as an element of $\mathcal{S}_\text{enh}(D_B)$ and the second $S$ is considered as an element of $\mathcal{S}_\text{enh}(D)$. The map $f$ increases both homological and quantum gradings by one, i.e. it is a map $f : C\text{Kh}^{i-1,j-1}(D_B) \to C\text{Kh}^{i,j}(D)$ for each $i$ and $j$. Define the map $g : C\text{Kh}(D) \to C\text{Kh}(D_A)$ by

$$g(S) = \begin{cases} 0 & \text{if } S \text{ has a } B\text{-resolution at crossing } X, \\ S & \text{if } S \text{ has an } A\text{-resolution at crossing } X, \end{cases}$$

and extending linearly. The map $g$ preserves both homological and quantum gradings, i.e. it is a map $g : C\text{Kh}^{i,j}(D) \to C\text{Kh}^{i,j}(D_A)$. Both of the maps $f$ and $g$ are chain complex maps, that is both $f$ and $g$ commute with the differential. Also, $f$ is an injection, and $g$ is a surjection. Since $\ker g = \im f$, we have a short exact sequence of complexes

$$0 \to C\text{Kh}(D_B) \xrightarrow{f} C\text{Kh}(D) \xrightarrow{g} C\text{Kh}(D_A) \to 0.$$

The long exact sequence in homology associated to this short exact sequence of complexes is given in the following theorem of Khovanov [Kho00].

**Theorem 2.2 (Khovanov).** Let $D$ be a link diagram, and let $D_A$ and $D_B$ be the $A$-resolution and $B$-resolution respectively of $D$ at a chosen crossing. For each $j$, there is a long exact sequence of unshifted Khovanov homology

$$\cdots \to \text{Kh}^{i-1,j-1}(D_B) \xrightarrow{f} \text{Kh}^{i,j}(D) \xrightarrow{g} \text{Kh}^{i,j}(D_A) \xrightarrow{\partial} \text{Kh}^{i,j-1}(D_B) \to \cdots$$

where $\partial$ is the boundary map in the snake lemma.
In other treatments of Khovanov homology, one typically sees two long exact sequences in homology: one for a positive crossing and one for a negative crossing. When working with unshifted Khovanov homology, there is only the single long exact sequence above. The long exact sequence above is at the center of most of the Khovanov homology computations in this paper.

Lee [Lee02] used the long exact sequence in Theorem 2.2 to prove that the Khovanov homology of a non-split alternating links is supported on two diagonals. Lee [Lee05] also defined a map $d_L : CKh^{i,j}(D; \mathbb{Q}) \rightarrow CKh^{i+1,j+4}(D; \mathbb{Q})$ on the Khovanov complex with rational coefficients that anti-commutes with the Khovanov differential. The differential $d + d_L$ is non-decreasing with respect to the quantum grading and so one can define a filtration on the complex $CKh(D; \mathbb{Q})$ with differential $d + d_L$. Rasmussen [Ras10] proved that this gives rise to a spectral sequence whose $E_2$ term is $Kh(L; \mathbb{Q})$ and that converges to $\mathbb{Q}^{2\ell}$ where $L$ is an $\ell$-component link. An analysis of gradings yields the following theorem.

**Theorem 2.3** (Lee, Rasmussen). Suppose that $\text{rank } Kh^{i,j}(L) > 0$. Then $\text{rank } Kh^{p,q}(L) > 0$ where $(p, q) = (i, j + 2), (i, j - 2), (i + 1, j + 4k), \text{ or } (i - 1, j - 4k)$ for some positive integer $k$.

Theorem 2.3 also applies to unshifted Khovanov homology $Kh(D)$.

Recall that a link diagram $D$ is $A$-adequate if no two arcs in the $A$-resolution of any crossing lie on the same component of the all-$A$ state of $D$. Similarly a link diagram is $B$-adequate if no two arcs in the $B$-resolution of any crossing lie on the same component of the all-$B$ state. A reduced alternating diagram is both $A$-adequate and $B$-adequate. Define $j_{\text{min}}(D)$ to be the minimum quantum grading where $Kh^{s,j}(D)$ is nontrivial. Khovanov [Kho03] proves the following theorem. We recall its proof since it is short and plays an important role in several later proofs.

**Theorem 2.4** (Khovanov). Let $D$ be a link diagram, and let $s_A(D)$ and $s_B(D)$ be the number of components in the all-$A$ and all-$B$ resolutions of $D$ respectively.

1. If $D$ is $A$-adequate, then $j_{\text{min}}(D) = -s_A(D)$ and

   $$Kh^{s_A(D)}(D) = Kh^{0,-s_A(D)}(D) \cong \mathbb{Z}.$$

2. If $D$ is $B$-adequate, then $j_{\text{max}}(D) = c(D) + s_B(D)$ and

   $$Kh^{c(D)+s_B(D)}(D) = Kh^{c(D),c(D)+s_B(D)}(D) \cong \mathbb{Z}.$$

**Proof.** Suppose that $s_0$ and $s_1$ are Kauffman states of an arbitrary diagram $D'$ such that $s_1$ can be obtained from $s_0$ by changing one $A$-resolution into a $B$-resolution. Then $|s_1| = |s_0| \pm 1$. The minimum quantum grading associated to an enhanced state $S_0$ with underlying Kauffman state either $s_0 = j(S_0) = b(s_0) - |s_0|$, and likewise, the minimum for an enhanced state $S_1$ with underlying state $s_1 = j(S_1) = b(s_1) - |s_1| = b(s_0) + 1 - |s_1|$.

Since $D$ is $A$-adequate, each Kauffman state with exactly one $B$-resolution has $s_A(D) - 1$ components. Thus, the only enhanced state with quantum grading $-s_A(D)$ is the all-$A$ state with each component labeled with an $x$. Furthermore, there is no enhanced state with quantum grading less than $-s_A(D)$. Thus $j_{\text{min}}(D) = -s_A(D)$. Since there is only one state in quantum grading $-s_A(D)$ and that state is in homological grading 0, it follows that $Kh^{s_A(D)}(D) = Kh^{0,-s_A(D)}(D) \cong \mathbb{Z}$. Statement (2) of the theorem is implied by statement (1) and Equation 2.2. □

3. Turaev Genus One and Almost Alternating Links

In this section, we construct the Turaev surface, discuss results about the Turaev genus of a link (especially Turaev genus one links), and explore the connection between Turaev genus one and almost alternating links. Finally, we prove that every almost alternating link is $A$-almost
alternating or $B$-almost alternating, and consequently, every Turaev genus one link is $A$-Turaev genus one or $B$-Turaev genus one.

3.1. **Definitions and lower bounds.** The Turaev surface of a link diagram $D$ is constructed as follows. Consider $D$ to be embedded on a sphere $S^2$ sitting inside of $S^3$. Embed the all-$A$ and all-$B$ states of $D$ in a neighborhood of $S^2$ but on opposite sides in $S^3$. Construct a cobordism between the all-$A$ and all-$B$ states that has saddles near the crossings of $D$ (see Figure 4) and consists of bands away from the crossings. The intersection of the cobordism with the sphere $S^2$ is precisely the diagram $D$. Capping off each boundary component of the cobordism with a disk forms the *Turaev surface* of $D$.

![Figure 4: A saddle transitions between the all-$A$ and all-$B$ states in a neighborhood of each crossing of $D$.](image)

If $D$ is a connected link diagram with $c(D)$ crossings whose all-$A$ state has $s_A(D)$ components and whose all-$B$ state has $s_B(D)$ components, then the genus $g_T(D)$ of the Turaev surface is given by

$$g_T(D) = \frac{1}{2}(2 + c(D) - s_A(D) - s_B(D)).$$

Define the *Turaev genus* $g_T(L)$ of the non-split link $L$ to be

$$g_T(L) = \min\{g_T(D) \mid D \text{ is a diagram of } L\}.$$ 

Turaev [Tur87] showed that the Turaev surface of a link diagram $D$ is a sphere if and only if $D$ is the connected sum of alternating diagrams. Consequently, the Turaev genus of a link is zero if and only if it is alternating. Turaev also showed that the span of the Jones polynomial gives a lower bound for the difference between the crossing number and the Turaev genus of $L$

$$\text{span } \tilde{V}_L(t) \leq c(L) - g_T(L).$$

Thistlethwaite [Thi87] proved that the Jones polynomial of an alternating link $L$ is an evaluation of the Tutte polynomial of the checkerboard graph of an alternating diagram of $L$. Dasbach, Futer, Kalfagianni, Lin, and Stoltzfus [DFK+08] extended this result by showing that the Jones polynomial of an arbitrary link is the evaluation of the Bollobás-Riordan-Tutte polynomial of a certain graph embedded in the Turaev surface. Dasbach and Lowrance [DL14] further extended this work by giving a Turaev surface model for Khovanov homology. Dasbach, Futer, Kalfagianni, Lin, and Stoltzfus [DFK+10] gave a formula for the determinant coming from the Turaev surface. This formula says that the determinant of a link of Turaev genus one is the difference between the number of spanning trees in two graphs dually embedded on the Turaev surface. See the recent survey [CK14] and chapter [KK18] for more details.
Recall that a link diagram $D$ is almost alternating if one crossing change can transform $D$ into an alternating diagram, and that a link $L$ is almost alternating if it is non-alternating and has an almost alternating diagram. Almost alternating knots and links share many, but certainly not all, of the nice properties of alternating links.

If $D$ is almost alternating, then $s_A(D) + s_B(D) = c(D)$, and thus $g_T(D) = 1$. Therefore every almost alternating link is Turaev genus one. Define the dealternating number $\text{dalt}(D)$ of a link diagram $D$ to be the fewest number of crossings changes necessary to transform $D$ into an alternating diagram, and define the dealternating number $\text{dalt}(L)$ of the link $L$ by

$$\text{dalt}(L) = \{\text{dalt}(D) \mid D \text{ is a diagram of } L\}.$$ 

Alternating links are the class of links with dealternating number zero, and almost alternating links are the class of links with dealternating number one.

Abe and Kishimoto [AK10] proved that for any link $L$, the Turaev genus of $L$ is less than or equal to the dealternating number of $L$, i.e. $g_T(L) \leq \text{dalt}(L)$. There are no known algorithms to compute either the Turaev genus or dealternating number of a link. Instead most computations of either invariant come from various lower bounds. Asaeda and Przytycki [AP04] proved that the Khovanov homology of an almost alternating link is supported on at most $dalt(L)$ adjacent diagonals, and more generally that the Khovanov homology of a link is supported on at most $g_T(L) + 2$ adjacent diagonals. Manturov [Man06] and Champanerkar, Kofman, and Stoltzfus [CKS07] proved a similar result using the Turaev genus of a link in place of the dealternating number, showing that the Khovanov homology of a link is supported on at most $g_T(L) + 2$ adjacent diagonals. Dasbach and Lowrance [DL11] refined these results to express the diagonal gradings of Khovanov homology where the link is supported in terms of the number of components of the all-$A$ and all-$B$ states.

**Theorem 3.1** (Dasbach, Lowrance). Let $L$ be a non-split link with diagram $D$. If $Kh^{i,j}(L)$ is nontrivial, then $2i - j \equiv s_A(D) - c_+(D) \mod 2$ and

$$s_A(D) - c_+(D) - 2 \leq 2i - j \leq c_-(D) - s_B(D) + 2.$$ 

If $D$ is a Turaev genus one diagram, then

$$s_A(D) - c_+(D) - 2 \leq 2i - j \leq s_A(D) - c_+(D) + 2.$$ 

Although it is not explicitly stated, the work of Ozsváth and Szabó in [OS03a] can be used to show that the knot Floer homology of a link $L$ can be supported on at most $dalt(L) + 1$ adjacent diagonals. Lowrance [Low08] showed that the knot Floer homology of $L$ can be supported on at most $g_T(L) + 1$ adjacent diagonals. These results can now be seen as a consequence of the analogous results for reduced Khovanov homology and the spectral sequence from reduced Khovanov homology to knot Floer homology [Dow18].

Let $\sigma(K)$ be the signature of the knot $K$, let $s(K)$ be the Rasmussen $s$-invariant [Ras10], and let $\tau(K)$ be the Ozsváth-Szabó $\tau$-invariant [OS03b]. Abe [Abe09a] proved that the quantities $\frac{1}{2}|s(K) + \sigma(K)|$ and $|\tau(K) + \sigma(K)/2|$ are lower bounds for the Gordian distance between a knot $K$ and the set of alternating knots. Therefore,

$$\frac{1}{2}|s(K) + \sigma(K)| \leq \text{dalt}(K)$$

and

$$|\tau(K) + \frac{\sigma(K)}{2}| \leq \text{dalt}(K).$$

(3.2)
Dasbach and Lowrance [DL11] showed that for any knot \(K\), both
\[
\frac{1}{2}|s(K) + \sigma(K)| \leq g_T(K) \quad \text{and} \quad \left|\tau(K) + \frac{\sigma(K)}{2}\right| \leq g_T(K).
\]

(3.3)

In a different direction, one can use the Jones polynomial to obstruct being Turaev genus one and almost alternating. Kauffman [Kau87] proved that the both the leading and trailing coefficients of the Jones polynomial of an alternating link have absolute value one. Thistlethwaite [Thi87] proved that the coefficients of the Jones polynomial of a Turaev genus one or almost alternating link has absolute value one. Theorem 1.3 can be viewed as a Khovanov homology generalization of this result. Extending this work, Lowrance and Spyropoulos [LS17] proved that at least one of the first two or last two coefficients of the Jones polynomial of a Turaev genus one or almost alternating link alternate in sign and showed that the Jones polynomial of an \(\ell\)-component Turaev genus one or almost alternating link is different than the Jones polynomial of an \(\ell\)-component unlink.

There is no known example of a link \(L\) with \(g_T(L) < \text{dalt}(L)\). In particular, it is an open question whether every Turaev genus one link is almost alternating. The difficulty in producing such an example is that nearly all of the lower bounds on the dealternating number of a knot or link are also lower bounds on its Turaev genus. For more about distinguishing these two invariants see [Low15] and [Low18].

There is a small but growing number of computations of Turaev genus and dealternating number in the literature. Among knots with 11 or fewer crossings, all but two (11\(n_{95}\) and 11\(n_{118}\)) are known to be either alternating or Turaev genus one (and hence alternating or almost alternating) [ABB+92,GHY01]. The knot 11\(n_{95}\) has Turaev genus and dealternating number two [DL18], while the Turaev genus and dealternating numbers of 11\(n_{118}\) are either one or two. Abe [Abe09a] and Lowrance [Low11] proved that the almost alternating and Turaev genus one torus knots are \(T_{3,4}\), \(T_{3,5}\), and their mirrors. Abe and Kishimoto [AK10] and Lowrance [Low11] computed the Turaev genus and dealternating numbers of 3-stranded torus links and many closed 3-braids. Abe [Abe09b] proved that any adequate diagram is Turaev genus minimizing. Jin, Lowrance, Polston, and Zheng [JLPZ17] computed the Turaev genus of all 4-stranded torus knots and of many 5-stranded and 6-stranded torus knots.

The definitions of both alternating links and almost alternating links are intrinsically diagrammatic. A link is alternating (or almost alternating) if it has a diagram that satisfies certain properties. Fox famously asked “What is an alternating knot?” [Lic97, p. 32] - where he was asking for a topological characterization of alternating knots. Two such characterizations, one by Greene [Gre17] and one by Howie [How17], recently appeared in the literature. Building on the ideas of Greene and Howie, Ito [Ito18] and Kim [Kim16] gave topological characterizations of almost alternating knots. There is currently no topological characterization of Turaev genus one knots or links.

3.2. \(A/B\)-Turaev genus one and \(A/B\)-almost alternating. In this section, we prove that every almost alternating link is \(A\)-almost alternating or \(B\)-almost alternating, and that every Turaev genus one link is either \(A\)-Turaev genus one or \(B\)-Turaev genus one. Throughout this section we use the notation depicted in Figure 1 for an almost alternating link diagram. The alternating tangle is \(R\) and the four regions with the dealternator in their boundary are \(u_1\), \(u_2\), \(v_1\), and \(v_2\).

Alternating and almost alternating links have almost alternating diagrams. Let \(D\) be an almost alternating diagram. If the regions \(u_1\) and \(u_2\) in \(D\) are the same region or if the regions \(v_1\) and \(v_2\)
in $D$ are the same region, then $L$ is alternating. Similarly, if there is a crossing in $R$ contained in the boundary of regions $u_1$ and $u_2$ or if there is a crossing in $R$ contained in the boundary of $v_1$ and $v_2$, then $L$ is again alternating. If $L$ is almost alternating (and hence non-alternating), these configurations cannot exist in $D$. See Figure 5. Unless otherwise stated, we assume that all almost alternating diagrams in the paper have distinct $u_1$ and $u_2$, distinct $v_1$ and $v_2$, no crossing in $R$ in the boundary of $u_1$ and $u_2$, and no crossing in $R$ in the boundary of $v_1$ and $v_2$.

![Diagram](image-url)

Figure 5: Two almost alternating diagrams of alternating links. On the top, the regions $v_1$ and $v_2$ are the same, and removing the nugatory crossing yields an alternating diagram. On the bottom, the regions $v_1$ and $v_2$ are incident to the same crossing in the alternating tangle $R$. A flype followed by a Reidemeister 2 move yields an alternating diagram.

We now set about proving that every almost alternating link is $A$-almost alternating or $B$-almost alternating. In order to do so, we introduce the checkerboard graph of the link diagram. Let $D$ be an almost alternating diagram as in Figure 1. We associate two checkerboard graphs $G$ and $\overline{G}$ to $D$ as follows. Color the complementary regions of $D$ in a checkerboard fashion so that the shading at each crossing looks like $\blacksquare$ or $\blacksquare$. The shaded regions of $D$ are in one-to-one correspondence with the vertices of $G$, and the unshaded regions of $D$ are in one-to-one correspondence with the vertices of $\overline{G}$ (or vice versa). The crossings of $D$ are in one-to-one correspondence with the edges of $G$ and with the edges of $\overline{G}$. Two vertices $u$ and $v$ are incident to an edge $e$ in $G$ (or in $\overline{G}$) if the regions associated to vertices $u$ and $v$ meet at the crossing associated to $e$. The graphs $G$ and $\overline{G}$ are planar duals of one another.

By a slight abuse of notation, the vertices associated to the regions meeting at the dealternator are labeled $u_1$, $u_2$, $v_1$, and $v_2$ as in Figure 1. Define $G$ to be the checkerboard graph of $D$ containing the vertices $u_1$ and $u_2$, and define $\overline{G}$ be the checkerboard graph of $D$ containing the vertices $v_1$ and $v_2$. Let $G'$ and $\overline{G}'$ be the simplifications of $G$ and $\overline{G}$ respectively, that is $G'$ is $G$ with each
sets of multiple edges identified into a single edge, and likewise for $G'$. Define $\text{adj}(u_1, u_2)$ to be the number of paths of length two between $u_1$ and $u_2$ in $G'$, and $\text{adj}(v_1, v_2)$ to be the number of paths of length two between $v_1$ and $v_2$ in $G'$. With this definition, an almost alternating diagram of an almost alternating link is $A$-almost alternating if and only if $\text{adj}(u_1, u_2) = 0$ and is $B$-almost alternating if and only if $\text{adj}(v_1, v_2) = 0$. In the next few lemmas, we show that if $\text{adj}(u_1, u_2)$ and $\text{adj}(v_1, v_2)$ satisfy certain constraints, then the link is alternating.

**Lemma 3.2.** If $D$ is an almost alternating diagram of a link $L$ such that $\text{adj}(u_1, u_2) = 2$ and $\text{adj}(v_1, v_2) = 1$ (or if $\text{adj}(u_1, u_2) = 1$ and $\text{adj}(v_1, v_2) = 2$), then $L$ is alternating.

**Proof.** Let $D$ be an almost alternating diagram of $L$ satisfying conditions (1) and (2) in Definition 1.1 and also such that $\text{adj}(u_1, u_2) = 2$ and $\text{adj}(v_1, v_2) = 1$. Let $G$ be the checkerboard graph of $D$ containing $u_1$ and $u_2$. Suppose that the two paths of length two between $u_1$ and $u_2$ in $G$ have edge sets $\{e_1, e_2\}$ and $\{e_3, e_4\}$ respectively, where $e_1$ and $e_3$ are incident to $u_1$ and $e_2$ and $e_4$ are incident to $u_2$.

The path of length two in $G$ between $v_1$ and $v_2$ contains an edge dual to either $e_1$ or $e_2$ and an edge dual to either $e_3$ or $e_4$. If the path contains edges dual to $e_1$ and $e_3$ (or dual to $e_2$ and $e_4$), then up to symmetry, $D$ has a diagram as in the leftmost picture of Figure 6. If the path contains edges dual to $e_1$ and $e_4$ (or dual to $e_2$ and $e_3$), then up to symmetry, $D$ has diagram as in the leftmost picture of Figure 7. In both figures, the tangles $R_i$ are alternating tangles. Each figure shows an isotopy between $D$ and an alternating diagram.

![Diagram](image)

Figure 6: An isotopy between $D$ and an alternating diagram when $\text{adj}(u_1, u_2) = 2$ and $\text{adj}(v_1, v_2) = 1$. To obtain the second diagram from the first, perform two flypes, and to obtain the third diagram from the second perform isotopies of the strands on the left of the tangles.

**Lemma 3.3.** If $D$ is an almost alternating diagram of a link $L$ such that $\text{adj}(u_1, u_2) = \text{adj}(v_1, v_2) = 2$, then $L$ is the disjoint union of an alternating link and an unknot.

**Proof.** Let $D$ be an almost alternating diagram of $L$ satisfying conditions (1) and (2) in Definition 1.1 and also such that $\text{adj}(u_1, u_2) = \text{adj}(v_1, v_2) = 2$. The checkerboard graph $G$ has two paths between $u_1$ and $u_2$, and the checkerboard graph $G'$ has two paths between $v_1$ and $v_2$. Moreover, the edges in the paths between $u_1$ and $u_2$ are dual to the edges in the paths between $v_1$ and $v_2$. 

□
Figure 7: An isotopy between $D$ and an alternating diagram when $\text{adj}(u_1, u_2) = 2$ and $\text{adj}(v_1, v_2) = 1$. In step 1, the strand between $R_2$ and $R_3$ is pulled beneath the diagram. In step 2, two flypes are performed, and finally in step 3, the strand between $R_2$ and $R_3$ is pulled above the rest of the diagram.

Hence the diagram $D$ is the leftmost picture in Figure 8 where $R$ is an alternating tangle. Figure 8 shows an isotopy between $D$ and the disjoint union of an unknot and an alternating diagram.

\[ \square \]

Figure 8: On the left is the almost alternating diagram $D$ when $\text{adj}(u_1, u_2) = \text{adj}(v_1, v_2) = 2$. The isotopy described by the pictures shows that $L$ is the disjoint union of an unknot and an alternating link.

The previous two lemmas combine to give the following theorem.

**Theorem 3.4.** Every almost alternating link is $A$-almost alternating or $B$-almost alternating.

**Proof.** Since $G$ and $\overline{G}$ are dual graphs, if $\text{adj}(u_1, u_2) > 2$, then $\text{adj}(v_1, v_2) = 0$; if $\text{adj}(v_1, v_2) > 2$, then $\text{adj}(u_1, u_2) = 0$. If $\text{adj}(u_1, u_2) = \text{adj}(v_1, v_2) = 1$, then the isotopy in Figure 9 yields an
almost alternating diagram of the link with two fewer crossings (as also shown in [DL18, Theorem 1.3] and [LS17, Theorem 3.3]). Hence the only possibilities remaining where neither \( \text{adj}(u_1, u_2) \) or \( \text{adj}(v_1, v_2) \) are zero are

1. \( \text{adj}(u_1, u_2) = 2 \) and \( \text{adj}(v_1, v_2) = 1 \),
2. \( \text{adj}(u_1, u_2) = 1 \) and \( \text{adj}(v_1, v_2) = 2 \), or
3. \( \text{adj}(u_1, u_2) = \text{adj}(v_1, v_2) = 2 \).

Lemmas 3.2 and 3.3 show that in each of the three above cases, the link is alternating. Thus either \( \text{adj}(u_1, u_2) = 0 \) or \( \text{adj}(v_1, v_2) = 0 \), and hence \( D \) is \( A \)-almost alternating or \( B \)-almost alternating.

\[ \square \]

**Figure 9:** If \( \text{adj}(u_1, u_2) = \text{adj}(v_1, v_2) = 1 \), then the link has an almost alternating diagram with two fewer crossings.

Armond and Lowrance [AL17] and independently Kim [Kim18] proved that every non-split Turaev genus one link has a diagram as in Figure 10. Each tangle \( R_i \) in Figure 10 is an alternating tangle whose closures are connected link diagrams. Kim used this classification to prove the following theorem, whose proof we sketch.

**Figure 10:** Every non-split link of Turaev genus one has a diagram as above. Each \( R_i \) is an alternating tangle whose closures are connected link diagrams.

**Theorem 3.5** (Kim). Every Turaev genus one link has a diagram that is either \( A \)-adequate, \( B \)-adequate, or almost alternating.
Sketch of proof. Let $D$ be a Turaev genus one diagram as in Figure 10 and let $w_1$ and $w_2$ be the two regions that meet all of the alternating tangles $R_i$ for $i = 1, \ldots, 2k$. Kim calls any crossing in the boundary of both $w_1$ and $w_2$ an $AB$-loop crossing because it is precisely these crossing that will lead to the diagram being not $A$-adequate or not $B$-adequate. Performing a sequence of flypes can collect all of the $AB$-loop crossings into one twist region, and performing Reidemeister 2 moves in the twist region can ensure each crossing in the twist region has the same sign.

Upon completing this process, if there are either zero or more than two crossings in the twist region, then the diagram is $A$-adequate or $B$-adequate. If there is exactly one crossing in the twist region and the total number of alternating tangles in the decomposition (other than the twist region) is greater than one, then the diagram is again either $A$-adequate or $B$-adequate. Finally, if there is exactly one crossing in the twist region and exactly one other alternating tangle in the decomposition, then the diagram looks like Figure 1, and hence is almost alternating.

Figure 11 shows the algorithm described in the previous sketch. In the initial diagram, tangles of the form $R_j^i$ combine to make up the tangle $R_i$ from Figure 10. The resulting link diagram has a twist region with two crossing plus four additional alternating tangles, and the final diagram is $B$-adequate.

Theorems 3.4 and 3.5 combine to give the following corollary.

**Corollary 3.6.** Every Turaev genus one link is $A$-Turaev genus one or $B$-Turaev genus one.

### 4. Extremal Khovanov homology

#### 4.1. $A$- and $B$-adequate links.

Recall that a link diagram $D$ is $A$-adequate if no two arcs in the $A$-resolution of any crossing lie on the same component of the all-$A$ state of $D$. Similarly a link diagram is $B$-adequate if no two arcs in the $B$-resolution of any crossing lie on the same component of the all-$B$ state. Links can be partitioned into three sets: adequate, semi-adequate, and inadequate. Adequate links are those links with a diagram that is both $A$-adequate and $B$-adequate, semi-adequate links are those links with a diagram that is either $A$-adequate or $B$-adequate, but not both, and inadequate links are those links where every diagram is neither $A$-adequate nor $B$-adequate.

Lickorish and Thistlethwaite [LT88] introduced adequate and semi-adequate links and studied their Jones polynomials. Thistlethwaite [Thi88] later studied the Kauffman polynomial of adequate links. Semi-adequate links play an important role in hyperbolic geometry (see [FKP15], [FKP14] and references within) and in the study of the colored Jones polynomial (see [Arm13, FKP13, KL14, Kal18]).

The following theorem is a version of Theorem 1.3 for $A$-adequate or $B$-adequate links. Khovanov [Kho03] proved that the extremal Khovanov homology of an $A$-adequate or $B$-adequate link is isomorphic to $\mathbb{Z}$ (see Theorem 2.4). Our contribution is to determine the diagonal grading where this $\mathbb{Z}$ summand is supported.

**Theorem 4.1.** Let $L$ be a non-split link.

1. If $L$ is $A$-adequate, then there is an $i_0 \in \mathbb{Z}$ such that
   \[
   Kh^*_{j_{\text{min}}(L), j_{\text{max}}(L)}(L) = Kh^{i_0(L), j_{\text{min}}(L)}(L) \cong \mathbb{Z}
   \]
   and
   \[2i_0(L) - j_{\text{min}}(L) = \delta_{\text{min}}(L) + 2.\]
2. If $L$ is $B$-adequate, then there is an $i_0 \in \mathbb{Z}$ such that
   \[
   Kh^*_{j_{\text{min}}(L), j_{\text{max}}(L)}(L) = Kh^{i_0(L), j_{\text{max}}(L)}(L) \cong \mathbb{Z}
   \]
   and
   \[2i_0(L) - j_{\text{max}}(L) = \delta_{\text{max}}(L) - 2.\]
Proof. Suppose that \( L \) is an \( A \)-adequate link with \( A \)-adequate diagram \( D \). Theorem 2.4 and Equation 2.1 imply that 
\[
\delta_{\min}(L) = s_A(D) + c_+(D) - 2c_-(D)
\]
and
\[
\text{Kh}^*_{\delta_{\min}(L)}(L) = \text{Kh}^{-c_-(D), \delta_{\min}(L)}(L) \cong \mathbb{Z}.
\]
Hence the diagonal grading of this summand is
\[
2i - j = -2c_-(D) - (-s_A(D) + c_+(D) - 2c_-(D)) = s_A(D) - c_+(D).
\]
Figure 11: An example of the algorithm described in the proof of Theorem 3.5.
where $2i_0(L) - j_{\min}(L) = \delta_{\min}(L) + 2$. The case where $L$ is $B$-adequate follows from Equation 2.2. \hfill \Box

4.2. $A$- and $B$-almost alternating links. In this section, we prove Theorem 1.3. Since every Turaev genus one link is $A$-adequate, $B$-adequate, $A$-almost alternating, or $B$-almost alternating, it remains to show that Theorem 1.3 holds for almost alternating links. First, we compute the quantum grading of the extremal Khovanov group of an $A$-almost alternating link and show that extremal Khovanov group is isomorphic to $\mathbb{Z}$. Next we show how the diagonal grading of this summand relates to the minimal and maximal diagonal gradings. We use Equation 2.2 to deduce the analogous result for $B$-almost alternating links.

Our next goal is to prove that if $D$ is an $A$-almost alternating diagram, then $j_{\min}(D) = -s_A(D) + 2$ and $\overline{Kh}^{s_A(D)}(D) \cong \mathbb{Z}$. Our first task is to show that $\overline{Kh}(D)$ is trivial in quantum gradings below $-s_A(D) + 2$.

**Theorem 4.2.** Let $D$ be an $A$-almost alternating diagram, and let $s_A(D)$ be the number of components in the all-$A$ state of $D$. If $j < -s_A(D) + 2$, then $\overline{Kh}^{i,j}(D) = 0$ for any $i \in \mathbb{Z}$.

**Proof.** If $j < -s_A(D)$, then there are no enhanced states with quantum grading $j$, and the result follows. Since the quantum gradings of all states of $D$ are equivalent mod 2, it suffices to focus on the case where $j = -s_A(D)$. There are exactly two enhanced states with quantum grading $j = -s_A(D)$. The first of these states $S_1$ is the all-$A$ Kauffman state enhanced with an $x$ label on each component. The second of these states $S_2$ is the state where every crossing other than the dealternator is assigned an $A$-resolution, the dealternator is assigned the $B$-resolution, and every component is enhanced with an $x$ label. The differential in the Khovanov complex takes $S_1$ to $S_2$ and so neither state represents a homology class. Thus $\overline{Kh}^{i,-s_A(D)}(D) = 0$ for all $i \in \mathbb{Z}$. \hfill \Box

The following lemma is the main technical tool in our extremal Khovanov computations, and it is a consequence of the long exact sequence in Theorem 2.2.

**Lemma 4.3.** Let $D$, $D_A$, and $D_B$ be link diagrams that are identical outside of a neighborhood of a crossing in $D$ and where that crossing is replaced by an $A$-resolution in $D_A$ and a $B$-resolution in $D_B$. If $j_{\min}(D_A) - 1 < j_{\min}(D_B)$, then $j_{\min}(D) = j_{\min}(D_A)$ and $\overline{Kh}^{i,j_{\min}(D)}(D) \cong \overline{Kh}^{i,j_{\min}(D_A)}(D_A)$ for all $i \in \mathbb{Z}$.

**Proof.** Suppose that $j < j_{\min}(D_A)$. Then $j - 1 < j_{\min}(D_A) - 1 < j_{\min}(D_B) - 1$. Therefore $\overline{Kh}^{i,j-1}(D_B)$ and $\overline{Kh}^{i,j}(D_A)$ are trivial, and the long exact sequence of Theorem 2.2 implies that $\overline{Kh}^{i,j}(D)$ is also trivial.

Since $j_{\min}(D_A) - 1 < j_{\min}(D_B)$, it follows that $\overline{Kh}^{i,j_{\min}(D_A)-1}(D_B)$ is trivial. The long exact sequence of Theorem 2.2 becomes

$$0 \rightarrow \overline{Kh}^{i,j_{\min}(D_A)}(D) \rightarrow \overline{Kh}^{i,j_{\min}(D_A)}(D_A) \rightarrow 0$$

for each $i \in \mathbb{Z}$. Therefore $\overline{Kh}^{i,j_{\min}(D_A)}(D) \cong \overline{Kh}^{i,j_{\min}(D_A)}(D_A)$ for each $i \in \mathbb{Z}$, and the result follows. \hfill \Box

In the following theorem, we prove that the extremal Khovanov homology of an almost alternating link is isomorphic to $\mathbb{Z}$.

**Theorem 4.4.** Let $D$ be a non-split almost alternating diagram.

1. If $D$ is $A$-almost alternating, then $j_{\min}(D) = 2 - s_A(D)$ and $\overline{Kh}^{s_A(D)}(D) = \overline{Kh}^{2-s_A(D)}(D) \cong \mathbb{Z}$. 

2. If $D$ is $B$-almost alternating, then $j_{\min}(D) = 2 - s_B(D)$ and $\overline{Kh}^{s_B(D)}(D) = \overline{Kh}^{2-s_B(D)}(D) \cong \mathbb{Z}$. 

3. If $D$ is both $A$- and $B$-almost alternating, then $j_{\min}(D) = 2 - s_D(D)$ and $\overline{Kh}^{s_D(D)}(D) = \overline{Kh}^{2-s_D(D)}(D) \cong \mathbb{Z}$. 

□

□
(2) If $D$ is $B$-almost alternating, then $j_{\text{max}}(D) = s_B(D) - 2$ and $$K_h^{*j_{\text{max}}(D)}(D) = K_h^{c(D) - 1 - j_{\text{max}}(D)}(D) \cong \mathbb{Z}.$$  

Proof. Suppose that $D$ is an $A$-almost alternating diagram such that the diagram obtained by taking an $A$-resolution for any crossing in $R$ is not $A$-almost alternating. Taking an $A$-resolution corresponds to deleting an edge in $G$ and thus does not increase $\text{adj}(u_1, u_2)$. Therefore, it must be the case the diagram obtained by performing an $A$-resolution of any crossing in $R$ has a crossing in the boundary of both $v_1$ and $v_2$. Hence $D$ is the diagram in Figure 12. Figure 12 shows that in this case $D$ and $D_{\text{alt}}$ are diagrams of the same alternating link. Since $D_{\text{alt}}$ is alternating, $j_{\text{min}}(D_{\text{alt}}) = -s_A(D_{\text{alt}}) = -a - b + 4$ and $K_h^{*j_{\text{min}}(D_{\text{alt}})}(D_{\text{alt}}) = K_h^{0, -a - b + 4}(D_{\text{alt}}) \cong \mathbb{Z}$. Proposition 2.2 then implies that $j_{\text{min}}(D) = -a - b + 1 = -s_A(D) + 2$ and that $K_h^{*j_{\text{min}}(D)}(D) = K_h^{1, -s_A(D) + 2}(D) \cong \mathbb{Z}$, as desired.

Now suppose that $D$ is an $A$-almost alternating diagram such that $D$ contains a crossing in $R$ whose $A$-resolution $D_A$ is also $A$-almost alternating. By induction, $j_{\text{min}}(D_A) = -s_A(D_A) + 2$ and $K_h^{*j_{\text{min}}(D_A)}(D_A) = K_h^{1, -s_A(D_A) + 2}(D_A) \cong \mathbb{Z}$. The diagram $D_B$ is almost alternating, and hence Theorem 1.2 implies that $j_{\text{min}}(D_B) \geq -s_A(D_B) + 2$. Since $s_A(D) = s_A(D_A) = s_A(D_B) + 1$, it follows that $j_{\text{min}}(D_A) - 1 = -s_A(D_A) + 1 < -s_A(D_B) + 2 \leq j_{\text{min}}(D_B)$. Thus Lemma 4.3 implies that $j_{\text{min}}(D) = j_{\text{min}}(D_A) = -s_A(D_A) + 2 = -s_A(D) + 2$ and $K_h^{*j_{\text{min}}(D)}(D) = K_h^{1, -s_A(D) + 2}(D) \cong \mathbb{Z}$.

The case where $D$ is $B$-almost alternating follows from the $A$-almost alternating case and Equation 2.2. □

![Figure 12: The link diagram $D$ can be transformed into the alternating diagram $D_{\text{alt}}$.](image)

**Corollary 4.5.** Let $L$ be a non-split link.

1. If $L$ is $A$-almost alternating, then there is an $i_0 \in \mathbb{Z}$ such that $$K_h^{*j_{\text{min}}(L)}(L) = K_h^{i_0(L), j_{\text{min}}(L)}(L) \cong \mathbb{Z}$$ and $$2i_0(L) - j_{\text{min}}(L) = \delta_{\text{min}}(L) + 2.$$

2. If $L$ is $B$-almost alternating, then there is an $i_0 \in \mathbb{Z}$ such that $$K_h^{*j_{\text{max}}(L)}(L) = K_h^{i_0(L), j_{\text{max}}(L)}(L) \cong \mathbb{Z}$$ and $$2i_0(L) - j_{\text{max}}(L) = \delta_{\text{max}}(L) - 2.$$
Proof. Let $D$ be an $A$-almost alternating diagram of $L$. Theorem 4.4 and Equation 2.1 imply that \( j_{\text{min}}(L) = 2 - s_A(D) + c_+(D) - 2c_-(D) \) and that

\[
Kh^{*,j_{\text{min}}(L)}(L) = Kh^{1-c_-(D),j_{\text{min}}(L)}(L) \cong \mathbb{Z}.
\]

Thus \( 2i_0(L) - j_{\text{min}}(L) = 2(1 - c_-(D)) - (2 - s_A(D) + c_+(D) - 2c_-(D)) = s_A(D) - c_+(D) \). Since \( Kh^{*,j}(L) = 0 \) when \( j < j_{\text{min}}(L) \), Theorems 2.3 and 3.1 imply that either \( Kh^{i_0,j_{\text{min}}(L)+2}(L) \) or \( Kh^{i_0,j_{\text{min}}(L)+4}(L) \) are nontrivial. Thus \( \delta_{\text{min}}(L) = s_A(D) - c_+(D) - 2 \) and \( 2i_0(L) - j_{\text{min}}(L) = \delta_{\text{min}}(L) + 2 \).

The case where $L$ is $B$-almost alternating is similar. \( \square \)

Proof of Theorem 7.3 If $L$ is $A$-adequate, then Theorem 4.4 is the desired result. If $L$ is $A$-almost alternating, then Corollary 4.5 is the desired result. If $L$ is $A$-Turaev genus one, then $L$ is either $A$-adequate or $A$-almost alternating. The case where $L$ is $B$-Turaev genus one is handled similarly. \( \square \)

Corollary 4.4 follows from Theorem 7.3 and Corollary 3.6.

Proof of Corollary 7.4 Let $L$ be a non-split link with Turaev genus one. Corollary 3.6 implies that $L$ is $A$-Turaev genus one or $B$-Turaev genus one. If $L$ is $A$-Turaev genus one, then Theorem 7.3 implies \( Kh^{*,j_{\text{min}}(L)}(L) \cong \mathbb{Z} \), and if $L$ is $B$-Turaev genus one, then Theorem 7.3 implies \( Kh^{*,j_{\text{max}}(L)}(L) \cong \mathbb{Z} \).

Let $Kh_{\text{odd}}(L)$ denote the odd Khovanov homology of the link $L$. The following theorem is a version of Theorem 7.3 for $Kh_{\text{odd}}(L)$.

Theorem 4.6. Suppose that $L$ is a non-split link.

1. If $L$ is $A$-Turaev genus one, then the minimum quantum gradings of $Kh(L)$ and $Kh_{\text{odd}}(L)$ are equal, and there is an \( i_0 \in \mathbb{Z} \) such that $Kh_{\text{odd}}^{*,j_{\text{min}}(L)}(L) = Kh_{\text{odd}}^{i_0,j_{\text{min}}(L)}(L) \cong \mathbb{Z}$ and \( 2i_0 - j_{\text{min}}(L) = \delta_{\text{min}}(L) + 2 \).

2. If $L$ is $B$-Turaev genus one, then the maximum quantum grading of $Kh(L)$ and $Kh_{\text{odd}}(L)$ are equal, and there is an \( i_0 \in \mathbb{Z} \) such that $Kh_{\text{odd}}^{*,j_{\text{max}}(L)}(L) = Kh_{\text{odd}}^{i_0,j_{\text{max}}(L)}(L) \cong \mathbb{Z}$ and \( 2i_0 - j_{\text{max}}(L) = \delta_{\text{max}}(L) - 2 \).

Proof. Suppose that $L$ is almost alternating. The proofs of Theorem 4.2 Lemma 4.3 Theorem 4.4 and Corollary 4.5 rely on gradings in the Khovanov chain complex, the fact that both extremal Khovanov homology groups of an alternating link are isomorphic to $\mathbb{Z}$, and the long exact sequence of Theorem 2.2. Since the chain groups for odd Khovanov homology are isomorphic to the chain groups for Khovanov homology, the extremal odd Khovanov homology groups of an alternating link are isomorphic to $\mathbb{Z}$, and the long exact sequences of Theorem 2.2 also hold in the odd Khovanov setting, Corollary 4.5 holds for odd Khovanov homology. Thus the desired result holds for almost alternating links.

Bloom [Blo10] proved that odd Khovanov homology is mutation invariant. Armond and Lowrance [AL17] proved that if $L$ is a Turaev genus one link, then there is a sequence of mutations transforming $L$ into an almost alternating link. Therefore the desired result holds for Turaev genus one links. \( \square \)

5. Examples

In the next few examples, we give computations of Khovanov homology. The Khovanov homology is presented via a grid where the summand $Kh^{i,j}(L)$ is represented in the $(i,j)$ cell of the grid. A summand of $\mathbb{Z}^k$ is represented by $k$, a summand of $\mathbb{Z}_p^k$ is represented by $k_p$, and different summands
in the same bigrading are separated by commas. All Khovanov homology computations in the examples were performed using the KnotTheory Mathematica package [BNMea].

Example 5.1. Let \( K = 10_{132} \# 10_{132} \) be the connected sum of the knot \( 10_{132} \) and its mirror, as in Figure 13. Both the leading and trailing coefficients of the Jones polynomial of \( K \) are \(-1\), and hence the results of [DL18] do not apply. However, both Khovanov groups in the minimal and maximal quantum gradings have rank two. Therefore Theorem 1.3 implies that \( K \) is inadequate and has Turaev genus and dealternating number at least two. Since the Khovanov homology of \( K \) lies on four diagonals, this knot was known to be of Turaev genus and dealternating number at least two by [Man06], [CKS07], and [AP04].

Example 5.2. The link \( L = L_{11n376} \) and its Khovanov homology are depicted in Figure 14. The Khovanov homology of \( L \) in its maximal quantum grading has rank two, and thus the link is not \( B \)-adequate, \( B \)-almost alternating, or \( B \)-Turaev genus one. The Khovanov homology in its minimal quantum grading has rank one. Also, \( i_0(L) = -7 \), \( j_{\text{min}}(L) = -19 \), and \( \delta_{\text{min}}(L) = 1 \). Therefore
\[
2i_0(L) - j_{\text{min}}(L) = 5 \neq 3 = \delta_{\text{min}}(L) + 2.
\]

Theorem 1.3 implies that \( L \) is also not \( A \)-adequate, \( A \)-almost alternating, or \( A \)-Turaev genus one. Therefore \( L \) is inadequate and has Turaev genus and dealternating number at least two.

Example 5.3. There are four 13 crossing knots with extremal Khovanov homology similar to that of \( L_{11n376} \). For each of these knots \( Kh^{i_0}(K) \) has rank two while \( Kh^{j_{\text{max}}}(K) \) has rank one. However, in each case \( 2i_0(K) - j_{\text{max}}(K) \neq \delta_{\text{max}}(K) - 2 \). Therefore, the knots listed in Table 1 are inadequate and have Turaev genus and dealternating number at least two.
Figure 14: The link L11n376 and its Khovanov homology.

<table>
<thead>
<tr>
<th>Name</th>
<th>$i_0$</th>
<th>$j_{\text{max}}$</th>
<th>$\delta_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>13n588</td>
<td>8</td>
<td>23</td>
<td>-3</td>
</tr>
<tr>
<td>13n1907</td>
<td>8</td>
<td>23</td>
<td>-3</td>
</tr>
<tr>
<td>13n2492</td>
<td>7</td>
<td>21</td>
<td>-3</td>
</tr>
<tr>
<td>13n2533</td>
<td>4</td>
<td>11</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1. Knots with 13 crossings whose Khovanov homology does not satisfy Theorem 1.3.

6. Signature and extremal Khovanov homology

In this section, we prove Theorem 1.7 and conjecture a generalization of it in Conjecture 6.1.

Proof of 1.7. If $L$ is a non-split alternating link with reduced diagram $D$, then Traczyk [Tra04] proved that

$$\sigma(L) = s_A(D) - c_+(D) - 1 = -s_B(D) + c_-(D) + 1.$$  

Dasbach and Lowrance [DL18] proved that if $D$ is a Turaev genus one diagram of the link $L$, then

$$\sigma(L) = s_A(D) - c_+(D) \pm 1.$$  

Suppose that $D$ is both $A$-Turaev genus one and $B$-Turaev genus one. Theorem 4.3 and Corollary 4.5 imply that both $Kh^*_{j_{\text{min}}}(L) \cong \mathbb{Z}$ and $Kh^*_{j_{\text{max}}}(L) \cong \mathbb{Z}$, and moreover $2i_0(L) - j_{\text{min}}(L) = s_A(D) - c_+(D) = 2i_0(L) - j_{\text{max}}(L)$. Equation (6.1) then implies the result. $\square$

We conjecture that the hypotheses of Theorem 1.7 can be weakened as follows without changing the conclusion.

**Conjecture 6.1.** Suppose $L$ is a non-split Turaev genus one link. At least one of the following statements hold.

1. There is an $i_0 \in \mathbb{Z}$ such that $Kh^*_{j_{\text{min}}}(L) = Kh^{i_0}(L,j_{\text{min}})(L) \cong \mathbb{Z}$ and $2i_0(L) - j_{\text{min}}(L) = \sigma(L) + 1$.
2. There is an $i_0 \in \mathbb{Z}$ such that $Kh^*_{j_{\text{max}}}(L) = Kh^{i_0}(L,j_{\text{max}})(L) \cong \mathbb{Z}$ and $2i_0(L) - j_{\text{max}}(L) = \sigma(L) - 1$. 

Conjecture 6.1 is open for links that are A-Turaev genus one, but not B-Turaev genus one (and vice versa). All knots with twelve or fewer crossings that are known to be Turaev genus one satisfy the conjecture. We end the section with an example that would not be Turaev genus one (hence, not almost alternating) assuming that Conjecture 6.1 is true.

Example 6.2. The 12 crossing non-alternating knots $12n_{809}$ and $12n_{835}$ have signatures $\sigma(12n_{809}) = -2$ and $\sigma(12n_{835}) = 0$. Their Khovanov homologies are rank two in the maximum quantum grading and rank one in the minimum quantum grading. We have that $i_0(12n_{809}) = -4$ and $j_{\min}(12n_{809}) = -5$, and thus $2i_0(12n_{809}) - j_{\min}(12n_{809}) \neq \sigma(12n_{809}) + 1$. Similarly, $i_0(12n_{835}) = -7$ and $j_{\min}(12n_{835}) = -13$, and thus $2i_0(12n_{835}) - j_{\min}(12n_{835}) \neq \sigma(12n_{835}) + 1$. Therefore, if Conjecture 6.1 holds, the dealternating number and Turaev genus of both $12n_{809}$ and $12n_{835}$ are at least two.

7. The maximal Thurston Bennequin number of an almost alternating link

A Legendrian link in $\mathbb{R}^3$ with the standard contact structure $dz - y\,dx$ projects in the $xz$-plane to a Legendrian front diagram (or simply a front). A front has no vertical tangents, and its singular points are transverse double points and cusps (in place of a vertical tangents). A double point $\times$ in a front diagram should be interpreted as a crossing $\bigtriangledown$ where the segment with negative slope passes over the segment with positive slope.

The Thurston Bennequin number $tb(L)$ of an oriented Legendrian link $L$ with front diagram $F$ is defined as $tb(L) = w(F) - c(F)$ where $w(F)$ is the writhe of the front $F$ and $c(F)$ is half the number of cusps in $F$. Ng [Ng05] proved that the maximal Thurston Bennequin number of a link has the following upper bound given by Khovanov homology.

Theorem 7.1 (Ng). Let $L$ be a non-split link. Then

$$\overline{tb}(L) \leq \min\{j - i \mid Kh^{i,j}(L) \neq 0\}.$$

Ng used the bound in Theorem 7.1 to prove the following result that we slightly reformulate to match the notation of this paper.

Theorem 7.2 (Ng). Let $L$ be a non-split alternating link with reduced alternating diagram $D$. Then

$$\overline{tb}(L) = w(D) - s_A(D)$$

where $w(D)$ is the writhe of $D$ and $s_A(D)$ is the number of components in the all-A state of $D$.

Kálmán [K08] extended Ng’s result to A- and B-adequate links by proving the following result.

Theorem 7.3 (Kálmán). Let $L$ be a link with diagram $D$. If $D$ is A-adequate, then

$$\overline{tb}(L) = w(D) - s_A(D).$$

If $D$ is B-adequate, then

$$\overline{tb}(L) = -w(D) - s_B(D).$$

The proofs of Theorems 7.2 and 7.3 use Mondrian diagrams, diagrams consisting of a set of thick disjoint horizontal line segments and a set of thin disjoint vertical line segments such that each vertical segment begins and ends on a horizontal segment and does not intersect any other horizontal segment. Each Mondrian diagram yields a graph embedded in the plane by contracting the horizontal segments into vertices. Ng proved that every plane graph is the contraction of a Mondrian diagram.
We modify Ng’s approach to prove Theorem 1.8. Informally, we start with an almost alternating diagram and then construct its checkerboard graph. The vertices of the checkerboard graph are then stretched horizontally to form the thick line segments of a Mondrian diagram. Finally, a Legendrian front diagram is obtained from a Mondrian diagram by replacing thick horizontal line segments with two-cusped unknots and replacing thin vertical line segments with crossings, as in Figure 15. The crossing associated to the dealternator will need to be modified according to Figure 18 in order to obtain a Legendrian front diagram. The resulting Legendrian front diagram has the same checkerboard graph as the original almost alternating diagram, and so the two are isotopic on the projection $S^2$. Figure 16 shows this process for an almost alternating diagram of the $(3, 4)$ torus knot.

Figure 15: Turning a Mondrian diagram into a Legendrian front diagram.

Figure 16: An almost alternating diagram of the $(3, 4)$ torus knot, its checkerboard graph, Mondrian diagram, and Legendrian front diagram.
In order to show the process of Figure 16 can be carried out for an arbitrary almost alternating diagram, we need a lemma about the structure of Mondrian diagrams for almost alternating links. It may be helpful for the reader to consult Ng’s proof of Proposition 11 in [Ng05] where he shows that every planar graph is the contraction of a Mondrian diagram.

**Lemma 7.4.** Let $L$ be an almost alternating link. There exists an almost alternating diagram $D$ of $L$ and a Mondrian diagram contracting to the checkerboard graph of $D$ such that the vertical edge associated to the dealternator is the leftmost edge on the top of the horizontal segment containing its lower endpoint and is the rightmost edge on the bottom of the horizontal segment containing its upper endpoint.

**Proof.** In any almost alternating diagram of $L$, the edge associated to the dealternator is the unique edge between the two vertices it is incident to. If more than one such edge existed, then, after possibly flyping, the diagram could be transformed into an alternating diagram via a Reidemeister 2 move, as in Figure 5.

First we assume that $L$ is prime, and let $D$ be an almost alternating diagram of $L$. Color the complementary regions of $D$ in a checkerboard fashion so that the coloring near the dealternator looks like $\text{X}$, and the coloring near every other crossing looks like $\text{X}$. Let $G$ be the checkerboard graph of $D$ whose vertices correspond to the shaded regions. Since $D$ is prime, the graph $G$ is 2-connected.

Ng [Ng05, Proposition 11] gives an algorithm that constructs a Mondrian diagram that contracts to $G$. The algorithm starts by associating a step-shaped cycle in the Mondrian diagram to a cycle of $G$ that bounds a face in its planar embedding (see Figure 17). The algorithm completes the Mondrian diagram by adding vertical edges and adding or extending horizontal edges in the interior of the step shaped cycle. Choose the initial cycle to contain the edge associated to the dealternator, and label the vertices incident to the dealternator edge 1 and 2. Any new horizontal edges can be chosen to be below the horizontal edge labeled 2. Therefore the vertical edge associated to the dealternator is the leftmost edge on the top of the horizontal segment labeled 2 and is the rightmost edge on the bottom of the horizontal segment labeled 1.

Now suppose that $L$ is composite, rather than prime. Then the checkerboard graph of a diagram of $L$ may not be 2-connected. A graph that is not 2-connected can be decomposed into 2-connected pieces, called blocks, glued together at vertices. Changing the vertices where the blocks are glued together corresponds to taking connected sums of link diagrams using different arcs of the diagram. Ng constructs a Mondrian diagram associated to a graph that is not 2-connected by first forming the Mondrian diagram of each block, and then gluing them together by extending and identifying the horizontal lines in the outer step shaped cycle for each block. By carefully choosing what arcs of the diagram are involved in a connected sum operation, we can ensure that there is an $A$-almost alternating diagram where the vertices incident to the dealternator edge are not part of any other block. Hence the associated Mondrian horizontal edges (edges 1 and 2 in the above construction) are not extended or identified with any other edges. Thus the argument for the prime case extends to the composite case.

A Mondrian diagram associated to an alternating link diagram yields a Legendrian front diagram of the link by replacing the thick horizontal lines with two-cusped unknots and replacing thin vertical lines with crossings. We slightly modify this construction to give a Legendrian front diagram of an almost alternating link, and we end the paper with the proof of Theorem 1.8.

**Proof of Theorem 1.8.** Let $D$ be an $A$-Turaev genus one diagram. If $D$ is $A$-adequate, then the result follows from Theorem 7.3. Suppose that $D$ is $A$-almost alternating.
Theorem 4.4 and Corollary 4.5 imply that the Khovanov homology of $D$ is nontrivial in homological grading $i_0(L) = 1 - c_-(D)$ and quantum grading $j_{\min}(L) = -s_A(D) + c_+(D) - 2c_-(D)$. Theorem 7.1 then implies that $tb(L) \leq j_{\min}(L) - i_0(L) = w(D) - s_A(D) + 1$. Let $D_{alt}$ be the alternating diagram obtained by performing a crossing change on the dealternator of $D$. Lemma 7.4 states that $D$ has a Mondrian diagram where the edge associated to the dealternator is the leftmost edge on the horizontal segment containing its bottom endpoint and the rightmost edge on the horizontal segment containing its top endpoint (see the left side of Figure 18). The Mondrian diagram for $D$ is also a Mondrian diagram for $D_{alt}$. Construct a Legendrian front diagram $\mathcal{D}_{alt}$ as in Figure 15. Theorem 7.2 implies that $D_{alt}$ has Thurston Bennequin number $tb(\mathcal{D}_{alt}) = w(D_{alt}) - s_A(D_{alt})$. Changing the dealternator crossing of the Legendrian front diagram $\mathcal{D}_{alt}$ results in a diagram $D_{alm}$ of $D$ that is nearly a Legendrian front diagram, but the dealternator has the strand with positive slope passing over the strand with negative slope. Performing the local isotopy in Figure 18 changes $D_{alm}$ into a Legendrian front diagram $\mathcal{D}_{alm}$ of $L$ with two fewer cusps than $\mathcal{D}_{alt}$. Therefore $tb(\mathcal{D}_{alm}) = w(D) - (s_A(D_{alt}) - 1) = w(D) - s_A(D)$, and hence $w(D) - s_A(D) \leq tb(L)$, proving the result.
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