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EXCHANGEABLY WEIGHTED BOOTSTRAPS OF MARTINGALE DIFFERENCE ARRAYS UNDER THE UNIFORMLY INTEGRABLE ENTROPY

SALIM BOUZEBDA* AND NIKOLAOS LIMNIOS

ABSTRACT. In the present work, we are mainly concerned with the uniform central limit theorem for a bootstrapped martingale-di ff erence array of a function-indexed stochastic process under the uniformly integrable entropy condition. More precisely, we establish the consistency of the exchangeable bootstraps.

1. Introduction and Motivation

The main idea of the present paper is to estimate the limiting distribution using the weighted bootstrap of sums of the form \( \sum_{j \leq j(n)} V_{nj}(f) \), where the real-valued stochastic processes \( \{V_{nj}(f) : f \in \mathcal{F}, 1 \leq j \leq j(n)\} \) for \( n \geq 1 \) are martingale-di ff erence arrays on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) for arbitrary index set \( \mathcal{F} \). It is worth noting that the bootstrap was introduced and first investigated in Efron’s seminal paper Efron, B. [14]. Since this seminal paper, bootstrap methods have been proposed, discussed, investigated and applied in an important number of papers in the scientific literature. Being one of the most important ideas in the applied statistics, the bootstrap also launched a wealth of innovative probability problems, which in turn formed the basis for the creation of new mathematical theories in probability and mathematical statistics. The main idea of the bootstrap is that if a sample is representative of the underlying population, then one can make inferences about the population characteristics by resampling from the current sample. Roughly speaking, it is known that the bootstrap works in the i.i.d. case if and only if the central limit theorem holds for the random variable under consideration. For further discussion, we refer the reader to the landmark paper Giné, E. and Zinn, J. [15]. Note that the limiting distributions of the processes that we are interested in, or their functionals, are rather complicated, which does not permit explicit computation in practice. More precisely, the limiting distributions of some statistics or functionals of the processes of interest depend in non trivial way of some unknown parameters, which can not be used in practical situation. The bootstrap methods are privileged alternatives to circumvent such difficulty. In the present work, we shall propose a general bootstrap methodology.
and study some of its asymptotic properties by means of the modern empirical processes theory. We extend our previous work Bouzebda, S. and Limnios, N. [9] by considering more general weight of the bootstraps.

The remainder of this paper is organized as follows. In Section 2, we provide some necessary background, state the functional central limit theorem that we are interested in, where the notation and definitions are consistent with the work of Bae, J., Jun, D., and Levental, S. [2]. The main theoretical results for the weighted bootstraps are given in Section 3. Some concluding remarks are given in Section 4. The proofs are given in the last Section 5.

2. Some Preliminaries and Notation

Bae, J., Jun, D., and Levental, S. [2] introduced the following general set up for studying the uniform central limit theorem for a specific function-indexed process. Let us consider an array of sub-σ-fields \( \mathcal{E}_{n,j} : 0 \leq j \leq j(n), n \in \mathbb{N} \) defined on some probability space \((\Omega, \mathcal{F}, \mathbb{P})\), that fulfills \( \mathcal{E}_{n0} \subset \mathcal{E}_{n1} \subset \cdots \subset \mathcal{E}_{nj(n)} \) for \( n \in \mathbb{N} \). For a set of real-valued functions \( \mathcal{F} \) defined on a measurable space \((\mathcal{X}, \mathcal{A})\), let us introduce an array \( \{V_{n,j}(f) : j \leq j(n), n \in \mathbb{N}, f \in \mathcal{F}\} \) of martingale-difference \( \mathcal{L}_2\)-process indexed by the set of functions \( \mathcal{F} \) with respect to the \( \sigma\)-fields \( \{\mathcal{E}_{n,j} : 0 \leq j \leq n, n \in \mathbb{N}\} \), meaning that for any \( f \in \mathcal{F} \), \( \{V_{n,j}(f) : j \leq j(n), n \in \mathbb{N}\} \) is an array of random variables with

\[
\mathbb{E}(V_{n,j}(f) \mid \mathcal{E}_{n,j-1}) = 0
\]

and \( V_{n,j}(f) \) is \( \mathcal{E}_{n,j}\)-measurable. Let us lighten our notation by writing \( \mathbb{E}_{n,j-1} f \) to mean \( \mathbb{E}(V_{n,j}(f) \mid \mathcal{E}_{n,j-1}) \), the usual conditional expectation of the random element \( V_{n,j}(f) \) given the \( \sigma\)-field \( \mathcal{E}_{n,j-1} \). The conditional variance process is defined to be

\[
v_{n,j}(f) := \mathbb{E}_{n,j-1}(V_{n,j}(f)^2)
\]

for \( f \in \mathcal{F} \). One can see that \( v_{n,j}(f) \) is also an \( \mathcal{E}_{n,j-1}\)-measurable random variable. For a class of measurable functions \( \mathcal{F} \) defined on a measurable space \((\mathcal{X}, \mathcal{A})\), the covering number \( N(\epsilon, \mathcal{F}, \| \cdot \|) \), denoted, if there is no ambiguity, by \( N(\epsilon) \), is the minimum number of balls \( \{g : \|g - h\| < \epsilon\} \) of radius \( \epsilon \) needed to cover \( \mathcal{F} \). We let \( F \) to be the envelope of the class of functions \( \mathcal{F} \), meaning that \( F \) is a measurable function from \( \mathcal{X} \) to \([0, \infty)\) satisfying

\[
\sup_{f \in \mathcal{F}} |f(x)| \leq F(x), \text{ for all } x \in \mathcal{X}.
\]

The set of all measures \( \gamma \) on \((\mathcal{X}, \mathcal{A})\) with

\[
\gamma(F^2) := \int_X F^2 d\gamma < \infty,
\]

is denoted by \( M(\mathcal{X}, F) \). For each (fixed or random) measures \( \mu \) on \((\mathcal{X}, \mathcal{A})\), let us define

\[
d_\mu(f, g) := [\mu(f - g)^2]^{1/2} := \left[ \int_X (f - g)^2 d\mu \right]^{1/2}.
\]
We use the notation $d := d_\gamma$, for $\gamma \in M(\mathcal{X}, F)$. One can say that the class of functions $\mathcal{F}$ has uniformly integrable entropy with respect to $L_2$-norm if the following condition is fulfilled
\[
\int_0^\infty \sup_{\gamma \in M(\mathcal{X}, F)} \left[ \log \left( N \left( \epsilon [F^2]^{1/2}, \mathcal{F}, d_\gamma \right) \right) \right]^{1/2} d\epsilon < +\infty. \tag{2.1}
\]
Notice that $(\mathcal{F}, d_\gamma)$ is totally bounded for any measure $\gamma$ if the class $\mathcal{F}$ has uniformly integrable entropy. Many important classes of functions, such as VC graph classes, have uniformly integrable entropy. See Section 2.6 of van der Vaart and Wellner [30] and we may refer also to Kosorok [21]. In Theorem 1 in Chapter 8 of Pollard [26], among others, the one dimensional CLT for a martingale-difference array is given. In the sequel, the events are identified with their indicator functions and $\mathbb{E}^*$ denotes the upper expectation with respect to the outer probability $P^*$. The aim here, is to estimate the limiting distribution of the process $\{S_n(f) : n \in \mathbb{N}, f \in \mathcal{F}\}$, which is given by
\[
S_n(f) := \sum_{j \leq j(n)} V_{nj}(f), \text{ for } f \in \mathcal{F}.
\]
Let us introduce
\[
\sigma_n^2(f, g) := \sum_{j \leq j(n)} \mathbb{E}_{n,j-1} [V_{nj}(f) - V_{nj}(g)]^2, \text{ for all } f, g \in \mathcal{F}.
\]
We now state two results of Bae, J., Jun, D., and Levental, S. [2] which is needed in the proof of our result.

**Theorem 2.1.** ([2]). Let $\{V_{nj}(f) : j \leq j(n), n \in \mathbb{N}, f \in \mathcal{F}\}$ be a martingale-difference array of $L_2$-process indexed by a class of measurable functions $\mathcal{F}$ that admits the envelope function $F(\cdot)$ defined on a measurable space $(\mathcal{X}, \mathcal{X})$. Assume that the class of function $\mathcal{F}$ satisfy the condition (2.1). Denote by $\mu_n, n \in \mathbb{N}$, some random measures on $(\mathcal{X}, \mathcal{X})$ such that
\[
\mathbb{P}^* \left\{ \sup_{f,g \in \mathcal{F}} \frac{\sigma_n^2(f, g)}{(d_{\mu_n}(f,g))^2} \geq L \right\} \to 0, \text{ as } n \to \infty \text{ for a constant } L > 0. \tag{2.2}
\]
Suppose
\[
L_n(\sigma) := \frac{6}{\delta} \sum_{j \leq j(n)} \mathbb{E}[V_{nj}(F)^2 \{V_{nj}(F) > \delta\}] \to 0, \text{ for every } \delta > 0.
\]
Then given $\epsilon > 0$ and $\gamma > 0$, there exists an $\eta > 0$ such that
\[
\limsup_{n \to \infty} \mathbb{P}^* \left( \sup_{d_{\mu_n}(f,g) \leq \eta} |S_n(f) - S_n(g)| > 5\gamma \right) \leq 3\epsilon.
\]
Notice that condition (2.2) is discussed in the paper by Bae, J., Jun, D., and Levental, S. [2].

Obtaining a uniform CLT essentially means proving that
\[
\{\mathcal{L}(\mathbb{G}_n(f)) : f \in \mathcal{F}\} \to \{\mathcal{L}(\mathbb{Z}(f)) : f \in \mathcal{F}\},
\]
where the processes are indexed by $\mathcal{F}$ and are considered as random elements in the Banach space

$$B(\mathcal{F}) := \left\{ z : \mathcal{F} \to \mathbb{R} : \| z \|_{\mathcal{F}} := \sup_{f \in \mathcal{F}} |z(f)| < \infty \right\},$$

the space of the bounded real-valued functions on $\mathcal{F}$, considered with respect to the sup norm. The limiting process $Z = \{Z(f) : f \in \mathcal{F}\}$ is a Gaussian process with sample paths contained in

$$U_B(\mathcal{F}, \rho) := \{ z \in B(\mathcal{F}) : z \text{ is uniformly continuous with respect to } \rho \},$$

where $\rho$ is a metric on $\mathcal{F}$. By the fact that $U_B(\mathcal{F}, \rho)$ is a closed subspace of $(B(\mathcal{F}), \| \cdot \|_{\mathcal{F}})$ implies that it is also a Banach space. In particular $U_B(\mathcal{F}, \rho)$ is separable if and only if $(\mathcal{F}, \rho)$ is totally bounded. The space $\mathcal{F}$ will be equipped with the pseudometric $d$, so that $(\mathcal{F}, d)$ is totally bounded. Let us recall the following definition of weak convergence, introduced by Hoffmann-Jørgensen [16].

**Definition 2.2.** A sequence of $B(\mathcal{F})$-valued random functions $\{T_n : n \geq 1\}$ converges in law to a $B(\mathcal{F})$-valued Borel measurable random function $T$ whose law concentrates on a separable subset of $B(\mathcal{F})$, denoted by $T_n \Rightarrow T$, if,

$$\mathbb{E}g(T) = \lim_{n \to \infty} \mathbb{E}^n g(T_n), \quad \forall g \in C(\mathcal{F}, \| \cdot \|_{\mathcal{F}}),$$

where $C(\mathcal{F}, \| \cdot \|_{\mathcal{F}})$ is the set of all bounded, continuous functions from $(B(\mathcal{F}), \| \cdot \|_{\mathcal{F}})$ into $\mathbb{R}$.

The second result we need from Bae, J., Jun, D., and Levental, S. [2] is the following theorem.

**Theorem 2.3.** ([2]). Let $\{V_{nj}(f) : j \leq j(n), n \in \mathbb{N}, f \in \mathcal{F}\}$ be an array of martingale-difference of $L_2$-process indexed by a class measurable functions $\mathcal{F}$ with an envelope function $F$ defined on a measurable space $(\mathcal{X}, \mathcal{X})$. Assume that the class of function $\mathcal{F}$ satisfy the condition (2.1). Assume that there exists a constant $L$ such that

$$\mathbb{P}^* \left\{ \sup_{f, g \in \mathcal{F}} \frac{\sigma^2(f, g)}{(d_{\mu_n}(f, g))^2} \geq L \right\} \to 0, \text{ as } n \to \infty.$$

Suppose that, as $n \to \infty$, in probability

$$\sum_{j \leq j(n)} v_{nj}(f) \to \sigma^2(f), \text{ for each } f \in \mathcal{F},$$

where $\sigma^2(f)$ are positive constants, and for every $\epsilon > 0$, in probability

$$\sum_{j \leq j(n)} \mathbb{E}_{n, j-1}((V_{nj}(F))^2) \mathbb{I}\{V_{nj}(F) > \epsilon\} \to 0.$$

Suppose there exists a Gaussian process $Z$ such that finite dimensional distributions of $S_n$ converge to those of $Z$. Then

$$\{S_n(f), f \in \mathcal{F}\} \Rightarrow \{Z(f), f \in \mathcal{F}\} \text{ as random elements of } B(\mathcal{F}).$$

The limiting process $Z = (Z(f) : f \in \mathcal{F})$ is mean zero Gaussian with covariance structure $\mathbb{E}Z(f)Z(g)$ and the sample paths of $Z$ belong to $U_B(\mathcal{F}, d)$. 


Bae, J., Jun, D., and Levental, S. [2] obtained, as a particular case of the last theorem, the uniform CLT for a sequence of martingale-difference in a previous paper Bae, J. and Choi, M. J. [1] with

\[ V_{nj}(f) = n^{-1/2}D_j(f). \]

Let \( \{D_j(f) : 1 \leq j \leq n, n \leq N, f \in \mathcal{F}\} \) be a sequence of martingale-difference of \( L_2 \)-process indexed by a class \( \mathcal{F} \) with respect to an increasing sequence of \( \sigma \)-fields \( \{\mathcal{E}_j : 0 \leq j \leq n, n \in \mathbb{N}\} \). Assume that there exists a constant \( L > 0 \) such that

\[
P^* \left\{ \sup_{f,g \in \mathcal{F}} \frac{n^{-1} \sum_{j=1}^{n} E_{n,j-1}[D_j(f) - D_j(g)]^2}{(nd(f,g))^2} \geq L \right\} \to 0, \text{ as } n \to \infty.
\]

Suppose that, as \( n \to \infty \), in probability

\[
\frac{1}{n} \sum_{j=1}^{n} E_{j-1}(D_j(f))^2 \to \sigma^2(f), \text{ for each } f \in \mathcal{F},
\]

where \( \sigma^2(f) \) are positive constants, and for every \( \epsilon > 0 \), in probability

\[
\frac{1}{n} \sum_{j=1}^{n} E_{j-1}((D_j(F))^2 \mathbb{1}\{D_j(F) > \epsilon \sqrt{n}\}) \to 0.
\]

Suppose there exists a Gaussian process \( Z \) such that finite dimensional distributions of \( S_n \) converge to those of \( Z \). Then

\[
\left\{ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} D_j(f), f \in \mathcal{F} \right\} \Rightarrow \{Z(f), f \in \mathcal{F}\} \text{ as random elements of } B(\mathcal{F}).
\]

### 3. Main Result

In this section, we shall establish the consistency of bootstrapping under general conditions in the framework of difference martingale arrays. Define, for each measurable function \( f \in \mathcal{F} \),

\[
\tilde{S}_n(f) := \left\{ j(n) \right\}^{1/2} \sum_{j \leq j(n)} W_{ni} \left( V_{nj}(f, \omega) - \frac{1}{j(n)} \sum_{j \leq j(n)} V_{nj}(f, \omega) \right),
\]

where \( W_{ni} \) are the bootstrap weights defined on the probability space \( (W, \Omega, \mathbb{P}_W) \). \( V_{nj}(f, \omega) \) indicates that sequence \( V_{nj}(f, \omega) \), for \( j \leq j(n) \), is considered fixed. The bootstrap weights \( W_{ni} \)'s are assumed to belong to the class of exchangeable bootstrap weights introduced in Mason, D. M. and Newton, M. A. [23] and further investigated in Præstgaard, J. and Wellner, J. A. [27], Janssen, A. [18], Pauly, M. [24], Bouzebda, S. and Cherfi, M. [5] and Bouzebda, S. [4]. We shall assume the following conditions.

**W.1** The vector \( W_n = (W_{n1}, \ldots, W_{nn})^\top \) is exchangeable for any \( n = 1, 2, \ldots \), i.e., for any permutation \( \pi = (\pi_1, \ldots, \pi_n) \) of \( (1, \ldots, n) \), the joint distribution of

\[
\pi(W_n) = (W_{n\pi_1}, \ldots, W_{n\pi_n})^\top
\]
is the same as that of $W_n$:

\[ \max_{1 \leq i \leq mn} |W_{ni} - W_n| = \max_{1 \leq i \leq mn} \left| W_{ni} - \frac{1}{m_n} \sum_{i=1}^{m_n} W_{ni} \right| \rightarrow 0, \text{ in probability,} \]

W.3

\[ \sum_{i=1}^{m_n} (W_{ni} - W_n)^2 \rightarrow 1, \text{ in probability,} \]

W.4

\[ \sqrt{m_n} (W_{ni} - W_n) \rightarrow Z, \text{ in distribution,} \]

where $Z$ is a r.v. with $E(Z) = 0$ and $\text{Var}(Z) = 1$.

In the usual Efron’s nonparametric bootstrap, the bootstrap sample is drawn from the empirical distribution. One can show that $W_n \sim \text{Multinomial}(n; n^{-1}, \ldots, n^{-1})$ satisfy the conditions W.1–W.4. The weights $W_{ni}$ fulfill the conditions W.3-W.4 if some moment conditions are imposed, we may refer to Præstgaard, J. and Wellner, J. A. [27, Lemma 3.1]. The sampling schemes, Bayesian bootstrap, Multiplier bootstrap, Double bootstrap, and Urn bootstrap, fulfill the conditions W.1–W.4. These examples show that conditions W.1–W.4 are not restrictive. If the class $\mathcal{F}$ possesses enough measurability for randomization with i.i.d. multipliers to be possible, say a class of functions $\mathcal{F} \in M(\mathcal{F})$. It is worth noticing that $\mathcal{F} \in M(\mathcal{F})$, e.g., if $\mathcal{F}$ is countable, or if $\{S_n\}_n$ are stochastically separable in $\mathcal{F}$, or if $\mathcal{F}$ is image admissible Suslin; see Giné, E. and Zinn, J. [15, pages 853 and 854].

The main result of the present paper may now be stated precisely as follows.

**Theorem 3.1.** We assume that $W$ is a triangular array of bootstrap weights fulfilling assumptions W.1-W.4. Assume that the conditions of Theorem 2.3 hold. Then we have, almost surely,

\[ \{ \hat{S}_n(f), f \in \mathcal{F} \} \rightsquigarrow \{ Z(f), f \in \mathcal{F} \} \text{ as random elements of } B(\mathcal{F}). \]

We regain the uniform CLT for a bootstrapped sequence of martingale-difference analogue to that in Bae, J. and Choi, M. J. [1] by applying Theorem 3.1 with $V_{nj}(f) = n^{-1/2}D_j(f)$ in a similar way as in Bae, J., Jun, D., and Levental, S. [2].

**Corollary 3.2.** We assume that $W$ is a triangular array of bootstrap weights fulfilling assumptions W.1-W.4. Assume that the conditions of Theorem 3.1 hold for $\{D_j(f)/\sqrt{n} : f \in \mathcal{F} \}$. Then we have, almost surely,

\[ \left\{ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} W_{in} \left( D_j(f, w) - \frac{1}{\sqrt{n}} \sum_{i=1}^{n} D_j(f, w) \right) : f \in \mathcal{F} \right\} \rightsquigarrow \{ Z(f) : f \in \mathcal{F} \}. \]

**3.1. Examples.** Let us present some examples of the bootstrap weights satisfying the conditions W.1-W.4, we can refer to Præstgaard, J. and Wellner, J. A. [27] and Cheng, G. [11] for further details. More precisely, the following examples are provided in this compressed form in Cheng, G. [11], we have included some minor changes necessary for our setting. We may refer to Bouzebda, S. and Limnios, N. [6, 7, 8] and Bouzebda, S., Papamichail, Ch., and Limnios, N. [10].
Example 3.3 (i.i.d.-Weighted Bootstraps). In this example, the bootstrap weights are defined as \( W_{ni} = \omega_i / \overline{\omega} \), where \( \omega_1, \omega_2, \ldots, \omega_n \) are i.i.d. positive r.v.s. with \( \|\omega_1\|_2 < \infty \), where

\[
\|W_n\|_{2,1} = \int_0^\infty \sqrt{P(W_n \geq u)} \, du,
\]

\[
\overline{\omega}_n = \sum_{i=1}^n \omega_i.
\]
Thus, we can choose \( \omega_i \sim \text{Exponential}(1) \) or \( \omega_i \sim \text{Gamma}(4, 1) \). The former corresponds to the Bayesian bootstrap. The multiplier bootstrap is often thought to be a smooth alternative to the nonparametric bootstrap; see Lo, A. Y. [22].

Example 3.4 (Efron’s bootstrap). As already mentioned, the weights for the Efron bootstrap satisfy the conditions W.1-W.5 with \( c^2 = 1 \) and are \( W_n \sim \text{Multinomial}(n; n^{-1}, \ldots, n^{-1}) \).

Example 3.5 (The delete-\( h \) Jackknife). In the delete-\( h \) jackknife, see Wu, C.F.J. [33], the bootstrap weights are generated by permuting the deterministic weights

\[
w_n = \left\{ \frac{n}{n-h}, \ldots, \frac{n}{n-h}, 0, \ldots, 0 \right\} \quad \text{with} \quad \sum_{i=1}^n w_{ni} = n.
\]
Specifically, we have

\[
W_{nj} = w_{nR_n(j)},
\]
where \( R_n(\cdot) \) is a random permutation uniformly distributed over \( \{1, \ldots, n\} \). Thus, we need to choose \( h/n \to \alpha \in (0, 1) \) such that \( \varrho > 0 \). Therefore, the usual jackknife with \( h = 1 \) is inconsistent for estimating the distribution.

Let us recall some examples from Janssen, A. [18].

Example 3.6. The \( m(n) \) out of \( n \)-bootstrap weights

\[
W_{ni} = m(n)^{1/2} \left( \frac{1}{m(n)} M_{ni} - \frac{1}{n} \right)
\]
are given by a multinomial distributed random variable \( (M_{n1}, \ldots, M_{nn}) \) with sample size

\[
m(n) = \sum_{i=1}^n M_{ni}
\]
and equal success probability. In this case, the conditions W.1-W.4 are valid, (details of the proof are given in Janssen, A. and Pauls, T. [19, (8.37)-(8.46)]).

Example 3.7. The \( m(n) \)-double bootstrap can be described by the weights

\[
W_{ni} = \frac{m(n)^{1/2}}{\sqrt{2}} \left( \frac{1}{m(n)} M'_{ni} - \frac{1}{n} \right)
\]
Here \( (M'_{n1}, \ldots, M'_{nn}) \) denotes a conditional multinomial distributed variable with sample size

\[
m(n) = \sum_{i=1}^n M_{ni}
\]
and success probability $M_{ni}/m(n)$ for the $i$-th cell given by the first example, (details of this example are discussed in Lemma 6.2 of Janssen, A. and Pauls, T. [19]).

Remark 3.8. Praestgaard and Wellner [27] pointed out that the weighted bootstraps are “smoother” in some sense than the multinomial bootstrap since they put some (random) weight at all elements in the sample, whereas the multinomial bootstrap puts positive weight at about

$$1 - (1 - n^{-1})^n \rightarrow 1 - e^{-1} = 0.6322$$

 proportion of each element of the sample, on the average. Notice that when $\omega_i \sim \text{Gamma}(4,1)$ so that the $W_{ni}/n$ are equivalent to four-spacings from a sample of $4n - 1$ Uniform(0,1) random variables. In Weng [32] and Van Zwet [31], it was noticed that, in addition to being four times more expensive to implement, the choice of four-spacings crucially depends on the functional that we are interested in and is not universal.

3.2. Comments. Let us recall some comments from Bouzebda, S., Papamichail, Ch., and Limnios, N. [10]. Barbe, P. and Bertail, P. [3] discussed in details some properties of the weighted bootstrap for general von Mises functionals. The choice of the bootstrap weights depend on the applications at hand and the priorities of the statistician for specific situation: accuracy of the estimation of the entire distribution of the statistic; accuracy of a confidence interval related to coverage accuracy; accuracy in a large deviation sense; accuracy for a finite sample size. In the book of Shao, J. and Tu, D. S. [28] point out, for the bootstrap of the mean, that the random weighting method is less computationally intensive if $n$ is not very large (this conclusion is in agreement with other references on the topic), on can refer to James, L. F. [17] and Shao, J. and Tu, D. S. [28], Tu, D. S. and Zheng, Z. G. [29], Chiang, C.-T., James, L. F., and Wang, M.-C. [13] and Chiang, C.-T., Wang, S.-H., and Hung, H. [12]. Finally, it is worth noticing that an appropriate choice of the bootstrap weights $W_{ni}$’s implies a smaller limit variance. For instance, typical example is the Subsample Bootstrap, Pauly [25, Remark 2.2-(3)].

4. Concluding Remarks

The functional central limit theorem of Bae, J., Jun, D., and Levental, S. [2] for martingale-difference array random processes has proven quite useful in establishing weak convergence results for several difficult statistical problems. A challenging task for doing inference in these settings is the fact that the limiting distributions are, in the most cases, very difficult to evaluate. To circumvent this, in the present paper, we have established the analogous results of Bae, J., Jun, D., and Levental, S. [2] for the bootstrap martingale-difference array random processes in an extended framework. Our results can be applied in the semi-Markov setting to construct confidence bands as Bouzebda, S., Papamichail, Ch., and Limnios, N. [10]. We mention also that the present paper largely extends the scope of applications of the last mentioned paper. The theoretical results established in this paper, are (or will be) key tools for many further developments in other settings.
5. Proof

This section is devoted to the proofs of our result. The aforementioned notation is also used in what follows. For a metric space \( \{D, d\} \), let \( BL_1(D) \) be the space of real-valued functions on \( D \) with Lipschitz norm bounded by 1, i.e., for any \( f \in BL_1(D) \),

\[
\sup_{x \in D} |f(x)| \leq 1
\]

and

\[
|f(x) - f(y)| \leq d(x, y)
\]

for all \( x, y \in D \).

**Lemma 5.1.** Let \( \{Y_{ni} : i = 1, \ldots, m_n, n \geq 1\} \) be a triangular array of mean zero real random vectors in \( \mathbb{R}^d \) independent within rows; and let \( \{W_{in} : i = 1, 2, \ldots, n, n = 1, 2, \ldots\} \) satisfy conditions W.1-W.4 and be independent of \( \{Y_{ni} : i = 1, \ldots, m_n, n \geq 1\} \). Suppose also that

(a) \( \lim_{n \to \infty} \frac{1}{m_n} \sum_{i=1}^{m_n} EY_{ni}Y_{ni}^\top = V_0 < \infty \) where superscript \( \top \) denotes transpose;
(b) for every \( \eta > 0 \),

\[
\limsup_{n \to \infty} \sum_{i=1}^{m_n} E\|Y_{ni}\|^2 1\{\|Y_{ni}\| > \eta\} = 0,
\]

where \( \| \cdot \| \) is the Euclidean norm on \( \mathbb{R}^d \).

Then

(i) \( m_n^{1/2} \sum_{i=1}^{m_n} W_{ni}(Y_{ni} - \bar{Y}_{m_n}) \) converges weakly to \( Y_0 \overset{d}{=} N_d(0, V_0) \);
(ii) \( \sup_{h \in BL_1(\mathbb{R}^d)} \left| E_W h \left( m_n^{1/2} \sum_{i=1}^{m_n} W_{ni}(Y_{ni} - \bar{Y}_{m_n}) \right) - E(h(Y_0)) \right| \to 0,
\]

in probability, as \( n \to \infty \), where \( \mathbb{R}^d \) is endowed with the uniform metric.

**Proof.** Part (i) follows from Theorem 4.1 of Pauly, M. [24]. For part (ii) we use similar arguments those of Kosorok, M. R. [20]. Notice that (a) and (b) together imply that both, as \( n \to \infty \), for every \( \eta > 0 \),

\[
\sum_{i=1}^{m_n} \|Y_{ni}\|^2 1\{Y_{ni} > \eta\} \to 0,
\]

and

\[
\sum_{i=1}^{m_n} Y_{ni}Y_{ni}^\top \to V_0.
\]

Remark that

\[
m_n^{1/2} \sum_{i=1}^{m_n} W_{ni}(Y_{ni} - \bar{Y}_{m_n}) = m_n^{1/2} \sum_{i=1}^{m_n} (W_{ni} - \bar{W}_{m_n}) Y_{ni}.
\]
This now implies that
\[
E_W \left( m_n \sum_{i=1}^{m_n} W_{ni}^2 (Y_{ni} - \overline{Y}_{m_n})(Y_{ni} - \overline{Y}_{m_n})^\top \right)
\]
\[
= E_W \left( m_n \sum_{i=1}^{m_n} (W_{ni} - \overline{W}_{m_n})^2 Y_{ni} Y_{ni}^\top \right)
\]
\[
= \sum_{i=1}^{m_n} Y_{ni} Y_{ni}^\top E_W \left( m_n (W_{ni} - \overline{W}_{m_n})^2 \right)
\]
\[
= \sum_{i=1}^{m_n} Y_{ni} Y_{ni}^\top \to V_0
\]
also converges in probability. Fix \( \eta > 0 \). Since
\[
E_W \left( m_n \sum_{i=1}^{m_n} (W_{ni} - \overline{W}_{m_n})^2 Y_{ni} Y_{ni}^\top I \left\{ m_n^{1/2} |W_{ni} - \overline{W}_{m_n}| |Y_{ni}| > \eta \right\} \right)
\]
\[
\leq E_W \left( m_n (W_{ni} - \overline{W}_{m_n})^2 I \left\{ m_n^{1/2} |W_{ni} - \overline{W}_{m_n}| > k \right\} \right) \sum_{i=1}^{m_n} Y_{ni} Y_{ni}^\top
\]
\[
+ k^2 \sum_{i=1}^{m_n} Y_{ni} Y_{ni}^\top I \{|Y_{ni}| > \eta/k\},
\]
for any positive \( k < \infty \), we have that the left-hand side converges to zero in probability since we can choose \( k \) to make the first expectation on the right-hand side arbitrarily small. Since this is true for every \( \eta > 0 \), we can now replace \( \eta \) with a sequence \( \{\eta_n\} \) going to zero. Thus for every subsequence \( n' \), there exists a further subsequence \( n'' \) such that
\[
\limsup_{n'' \to \infty} E_W \left( m_n'' \sum_{i=1}^{m_n''} (W_{n''i} - \overline{W}_{m_n''})^2 Y_{n''i} Y_{n''i}^\top I \left\{ m_n^{1/2} |W_{n''i} - \overline{W}_{m_n''}| |Y_{n''i}| > \eta \right\} \right) = 0,
\]
almost surely. Thus, by the Lindeberg-Feller theorem combined with Theorem 1.12.2 of van der Vaart, A. W. and Wellner, J. A. [30], we have with probability 1 that
\[
\lim n'' \to \infty \sup_{h \in BL_1(\mathbb{R}^d)} \left| E_W h \left( m_n^{1/2} \sum_{i=1}^{m_n''} W_{n''i} (Y_{n''i} - \overline{Y}_{m_n''}) - E(h(Y_0)) \right) \right| = 0.
\]
Since this is true for every subsequence \( n' \), part (ii) follows by Lemma 1.9.2 of van der Vaart, A. W. and Wellner, J. A. [30].

**Proof.** We will first apply Theorem 2.3 to
\[
\left\{ M_{nj} := V_{nj}(f, \omega) \left( W_{ni} - \frac{1}{j(n)} \sum_{j \leq j(n)} W_{ni} \right) : j \leq j(n), n \in \mathbb{N}, f \in \mathcal{F} \right\}.
\]
For each $j \in \mathbb{N}$,
\[ E(M_{nj} | W \times \mathcal{E}_{n,j-1}) = 0. \]
This, in turn, implies that $\{M_{nj} : j \leq j(n), n \in \mathbb{N}, f \in \mathcal{F}\}$-martingale difference for any $j \in \mathbb{N}$. Let us introduce, for $f \in \mathcal{F}$,
\[ v_{nj}^* (f) := \mathbb{E}((M_{nj})^2 | W \times \mathcal{E}_{n,j-1}) := \mathbb{E}_{n,j-1}((M_{nj})^2). \]
First, we show that, as $n \to \infty$, in probability
\[ \sum_{j \leq j(n)} E_W v_{nj}^*(f) \to \sigma^2(f), \]
where $\sigma^2(f)$ are positive constants, and for every $\epsilon > 0$, in probability
\[ \sum_{j \leq j(n)} E_W \mathbb{E}_{n,j-1}((M_{nj})^2 \{M_{nj} > \epsilon\}) \to 0. \]
Let
\[ z_j = W_{ni} - \frac{1}{j(n)} \sum_{j \leq j(n)} W_{ni}. \]
We have
\[ \sum_{j \leq j(n)} E_W \mathbb{E}((z_j V_{nj}^*(f))^2 | W \times \mathcal{E}_{n,j-1}) \]
\[ = \sum_{j \leq j(n)} E_W (z_j^2) \mathbb{E}((V_{nj}(f))^2 | \mathcal{E}_{n,j-1}) \]
\[ = \sum_{j \leq j(n)} \mathbb{E}((V_{nj}(f))^2 | \mathcal{E}_{n,j-1}) \to \sigma^2(f). \]
Fix $\eta > 0$. Since
\[ E_W \left( \sum_{i=1}^{m_n} \mathbb{E}_{n,j-1}((z_j V_{nj}(F))^2 \{z_j V_{nj}(F) > \eta\}) \right) \]
\[ \leq E_W (z_i^2) \mathbb{E} \{z_i > k\} \sum_{i=1}^{m_n} \mathbb{E}_{n,j-1}((V_{nj}(F))^2 \{V_{nj}(F) > \eta/k\}) \]
\[ + k^2 \sum_{i=1}^{m_n} \mathbb{E}_{n,j-1}((V_{nj}(F))^2 \{V_{nj}(F) > \eta/k\}), \]
for any positive $k < \infty$, we have that the left-hand side converges to zero in probability since we can choose $k$ to make the first expectation on the right-hand side arbitrarily small. Let us define
\[ \sigma_{nj}^2(f,g) := \sum_{j \leq j(n)} \mathbb{E}_{n,j-1}[z_j V_{nj}(f) - z_j V_{nj}(g)]^2, \]
for all $f, g \in \mathcal{F}$.
For $L' = L_1 \times L > 0$, we want to show that
\[ \mathbb{P}^* \left\{ \sup_{f,g \in \mathcal{F}} \frac{\sigma_{nj}^2(f,g)}{(d_{\mu_n}(f,g))^2} \geq L' \right\} \to 0, \text{ as } n \to \infty. \]
Notice that, under the Assumption W.2.,
\[
\mathbb{P}^* \left\{ \sup_{f,g \in \mathcal{F}} \frac{\sigma_n^{2*}(f,g)}{(d_{\mu_n}(f,g))^2} \geq L' \right\}
\leq \mathbb{P}^* \left\{ \left( \max_{j \leq j(n)} z_j \right) \sup_{f,g \in \mathcal{F}} \frac{\sigma_n^2(f,g)}{(d_{\mu_n}(f,g))^2} \geq L' \right\}
\leq \mathbb{P} \left\{ \max_{j \leq j(n)} z_j \geq L_1 \right\} + \mathbb{P}^* \left\{ \sup_{f,g \in \mathcal{F}} \frac{\sigma_n^2(f,g)}{(d_{\mu_n}(f,g))^2} \geq L \right\}
= \mathbb{P}^* \left\{ \sup_{f,g \in \mathcal{F}} \frac{\sigma_n^2(f,g)}{(d_{\mu_n}(f,g))^2} \geq L \right\} + o(1) \rightarrow 0, \text{ as } n \rightarrow \infty.
\]
Since this is true for every \( \eta > 0 \), we can now replace \( \eta \) with a sequence \( \{\eta_n\} \) going to zero. Thus, as in the proof of van der Vaart, A. W. and Wellner, J. A. [30, p. 357], for every subsequence \( n' \), there exists a further subsequence \( n'' \) such that
\[
\limsup_{n'' \rightarrow \infty} E_W \left( \sum_{i=1}^{m_{n''}} \mathbb{E}_{n''-1} \left((z_j V_{n''-1,j}(F))^2 I\{|z_j V_{n''-1,j}(F)| > \eta\}\right) \right) = 0,
\]
almost surely. From this point, the proof will follow the same line of Kosorok, M. R. [20], therefore is omitted. \( \square \)
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